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Abstract. The differential emission measure (DEM) of a solar active region is derived from SERTS-89 rocket
data between 170 and 450 Å (Thomas & Neupert 1994). The integral inversion to infer the DEM distribution
from spectral line intensities is performed by the data adaptive smoothing approach (Thompson 1990, 1991).
Our analysis takes into account the density dependence of both ionisation fractions and excitation coefficients
according to the collisional-radiative theory as implemented in ADAS, the Atomic Data and Analysis Structure
(McWhirter & Summers 1984; Summers 1994; Summers 2001). Our strategy aims at checking, using observational
data, the validity and limitations of the DEM method used for analysing solar EUV spectra. We investigate what
information it is possible to extract, within defined limitations, and how the method can assist in a number of
cases, e.g. abundance determination, spectral line identification, intensity predictions, and validation of atomic
cross-sections. Using the above data and theory, it is shown that a spurious multiple peak in the DEM distribution
between log(Te) = 6.1 and 6.7, where Te is the electron temperature, may derive from an inaccurate treatment of
the population densities of the excited levels and ionisation fractions or from using an integral inversion technique
with arbitrary smoothing. Therefore, complex DEM structures, like those proposed for solar and stellar coronae
by several authors, must be considered with caution. We address also the issue of systematic differences between
iso-electronic sequences and show that these cannot be unambiguously detected in the coronal lines observed by
SERTS. Our results indicate that a substantial improvement is required in the atomic modelling of the complex
element Fe. The elemental abundance ratio Si/Ne is found to be close to its photospheric value. The same result
may be true for the Fe/Ne abundance, but this latter result is uncertain because of the problems found with Fe.

Key words. Sun: atmosphere – Sun: corona – Sun: UV radiation – atomic data – methods: data analysis –
techniques: spectroscopic

1. Introduction

The derivation of the emission measure from spectra of
the solar corona and transition region is a first step in
extracting physical quantities from observational data,
and therefore in understanding the coronal morphology
and in testing proposals for possible heating mecha-
nisms. A further refinement is to determine the differential

Send offprint requests to: A. C. Lanzafame,
e-mail: acl@sunct.ct.astro.it
? Present address: Kwasan Observatory, Kyoto University,

Yamashina, Kyoto 607-8471, Japan

emission measure, which gives the distribution of emis-
sion measure as a function of the emitting plasma’s tem-
perature along the observed line of sight. The validity of
analysis methods based on emission measure, however, is
controversial. Mathematically, the determination of emis-
sion measure involves the inversion of a Fredholm integral
equation of the first kind, which is an ill-posed problem.
Physically, such methods rely on the hypothesis of ion-
isation equilibrium, which can be violated by the evo-
lution of the plasma on time-scales comparable to the
ionisation/recombination time-scales. Furthermore, large
errors may arise from noise or blending in the
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observational data and from uncertainties in the funda-
mental theoretical atomic data and their derived quanti-
ties which enter the kernel of the integral equation.

Other important issues in such analyses concern the
density dependence of atomic populations. In conditions
typical of the solar corona, both the ionisation balance and
excitation rates depend significantly on the electron den-
sity. The former is principally because dielectronic recom-
bination is sensitive to electron density. Considering exci-
tation, several iso-electronic sequences allow the presence
of metastable levels, which can have population densities
comparable to the ground level. The population distribu-
tion amongst ground and metastable levels is sensitive to
electron density. In general, at coronal densities, levels of
an LS term are not populated according to their statistical
weight, so that LSJ resolution in the kernel calculations
becomes mandatory.

Analysis of coronal spectra by means of the DEM
method (e.g. Brosius et al. 1996 for SERTS-91, 93 data)
has led to the suggestion that the distribution of plasma
in temperature might exhibit a double peak between
log(Te) = 6.1 and 6.7. According to Brosius et al. (1996),
this could indicate distinct contributions from both quiet
Sun and active regions, the higher temperature peak be-
ing due to flaring or to some other enhanced level of ac-
tivity. Previous analyses on the SERTS-89 observations,
which are studied in this paper, have either suggested
a DEM structure with a single high temperature peak
around log(Te) ∼ 6.5 (Brickhouse et al. 1995) or with a
triple peak between log(Te) ∼ 6 and 6.7 (Landi & Landini
1997).

On energetic grounds, however, it is difficult to accept
the reality of such multiple peaks in the DEM structure.
From a simple one dimensional viewpoint, this type of
DEM distribution would imply the existence of conduc-
tive flux in opposite directions in a very limited range of
temperature and, presumably, height. This, in turn, would
require the existence of a localised, at least in temperature,
sink of energy between peaks, which cannot be justified in
terms of the radiative losses of the plasma. Conversely, if
we accept that the spectrum is a composite of thermally
de-coupled regions (as inferred in Brosius et al. 1996), a
well defined double-peaked plasma distribution in temper-
ature would imply the presence of two separate heating
regimes in the observed volume of plasma. In either case,
we show here that the existence of such structures in the
SERTS-89 observations remains unproven, since an inac-
curate treatment of atomic level populations or an integral
inversion technique with arbitrary smoothing can also lead
to a similar but spurious multiple peak in the DEM.

In this paper, we derive the DEM between log(Te) ∼ 5
and 6.8 and the elemental abundances of Mg, Si and S rel-
ative to Ne from the SERTS-89 rocket spectrum of a solar
active region. Estimates of the abundance of C, O, Na, Al
and Fe are also given, but with larger uncertainties. The
spectrum has been analysed using the DEM and is an ad-
vance on the work of Young et al. (1998), who performed
consistency checks using line ratios. The analysis based

on the DEM allows comparison of the atomic modelling
of the different atomic species and gives further insight
to the analysis of the spectrum. We examine the propa-
gation of kernel uncertainties on the differential emission
measure analysis in the processing of fundamental atomic
data. We demonstrate how an inaccurate treatment of the
atomic level populations which does not properly include
the density dependence of ionisation/recombination and
excitation processes can lead to a spurious double-peaked
DEM feature near log(Te) ∼ 6.

We also investigate systematic differences between
iso-electronic sequences which can reveal important de-
viations from ionisation equilibrium. Systematic dis-
crepancies amongst iso-electronic sequences have been
proposed by Lang et al. (1990) as possibly indicating er-
ror in the atomic data. Judge et al. (1995) found highly
significant and systematic discrepancies in the emission
measure analysis of transition region lines observed with
SOLSTICE on the UARS spacecraft. These authors sug-
gest that the most likely explanation for such discrepan-
cies is the breakdown of the equilibrium ionisation bal-
ance by dynamic and diffusive effects (but see discussion
in Sect. 4.6). We show that such highly significant and sys-
tematic discrepancies cannot unambiguously be detected
in the SERTS-89 data.

2. Method

In this section we discuss the method used to derive
the differential emission measure, starting with the rel-
evant part of the collisional-radiative theory for the line
emissivity.

2.1. Collisional-radiative theory for the line emissivity

The intensity of a spectral line from a column of optically
thin plasma of cross-sectional area A, due to a transition
from upper level j to lower level k, may be written as

Ij→k =
1

4πA

∫ ∫ ∫
Aj→kNj dxdydz, (1)

where Nj denotes the population density of ions in the
upper state j, Aj→k is the radiative transition probability
for the transition, and the integral is taken over the volume
of the plasma viewed.

The excited population may be expressed in terms of
the ground and metastable populations of the ionisation
stage to which it belongs and to those of the adjacent
higher ionisation stage by a quasi-equilibrium collisional-
radiative calculation as

Nj =
Mz∑
ρ=1

F (exc)
jρ NeNρ +

Mz+1∑
ν=1

F (rec)
jν NeN

+
ν , (2)

where Mz is the number of metastable levels of the ioni-
sation stage to which the excited population Nj belongs;
Mz+1 the number of metastables of the next higher ion-
isation stage; Nρ the population of metastable level ρ of
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ionisation stage z;N+
ν the population of metastable level ν

of ionisation stage z+1; F (exc)
jρ and F (rec)

jν are the effective
contributions toNj due to excitation from the metastables
and from electron capture respectively; Ne is the electron
density.

Usually, only contributions to the population of the
excited state by excitation from the metastables of the
same ionisation stage need to be considered, so that

Nj =
Mz∑
ρ=1

F (exc)
jρ NeNρ. (3)

In differential emission measure analysis, the assumption
of ionisation balance is made. Although a time dependent
ionisation could be used, the method would be specific
to a particular model for the dynamic behaviour of the
plasma and the universality of the emission measure tech-
nique would be lost. Thus, with the ionisation balance
assumption,

Nρ ≡ N (z)
ρ =

N
(z)
ρ

Ntot

Ntot

NH

NH

Ne
Ne, (4)

where the ratio N
(z)
ρ /Ntot is evaluated in equilibrium at

the local temperature and density. It is assumed that the
abundance of the element, A(Z) ≡ Ntot/NH with Z the
nuclear charge of the element, does not vary with depth
in the solar atmosphere observed.

Gathering terms,

Aj→kNj = A(Z)N2
eGj→k(Te, Ne), (5)

where

Gj→k(Te, Ne) = Aj→k
NH

Ne

Mz∑
ρ=1

F (exc)
jρ

N
(z)
ρ

Ntot
, (6)

Te being the electron temperature. Then the spectral in-
tensity may be written as

Ij→k =
A(Z)
4πA

∫ ∫ ∫
Gj→k(Te, Ne)N2

e dxdydz. (7)

It is convenient to change the variable of the integral to
electron temperature. However, the atomic coefficient de-
pends on both electron temperature and electron density
so it is necessary to make some assumption about the re-
lation between them. Two common assumptions are that
the plasma electron density or pressure is constant over
the relatively small range of temperature where G(Te, Ne)
has significant values. That is, a model assumption is im-
portant even though the G function is usually written as a
function of temperature alone. Also, we introduce the con-
cept of surfaces of constant temperature of which there
may be more than one in the viewed volume (Craig &
Brown 1976). The intensity becomes

Ij→k =
A(Z)

4π

∫ Tb

Ta

Gj→k(Te)φ(Te)dTe, (8)

where the quantity φ(Te) is called the differential emission
measure (DEM), defined as

φ(Te) ≡ 1
A

∑
l

∫
Sl(Te)

|∇Te|−1
l N2

e dSl. (9)

The sum is taken over isothermal surfaces Sl(Te) indexed
by l, and |∇Te|l is the modulus of the temperature gra-
dient perpendicular to a surface. In this definition φ(Te)
is the average value of the differential emission measure
over the area viewed by the spectrometer. Note that φ(Te)
is the part of the integral one seeks to extract since it pro-
vides direct information about physical conditions within
the emitting plasma. The limits of the integral, Ta and Tb
in Eq. (8) are the minimum and the maximum electron
temperatures in the part of the atmosphere contributing
to the spectrum.

2.2. Evaluation of kernel

In our investigation we consider kernels G under the two
common assumptions above, i.e. uniform electron pressure
or uniform electron density. As discussed in Sect. 2.1, the
G kernels are in fact functions of both electron tempera-
ture and electron density, and so, to determine the emis-
sion measure differential in temperature, we must take into
account the relation between these two variables. The de-
pendence of G on the electron density is, in many cases,
much weaker than the dependence on the electron tem-
perature, so that this relation need only be approximate.
Clearly, if we knew already the exact relation between Ne

and Te we would not need to derive the DEM.
Beside the dependence of the ionisation balance on

Ne, at finite electron density there is an increase of
metastable populations at the expense of the ground level.
The metastable populations can become comparable to
that of the ground, which is depleted compared to the
zero density limit. Therefore, even resonance lines may
show a marked dependence on electron density, which is
not treated in the two-level coronal approximation. On the
other hand, the collisional-radiative approach, outlined in
Sect. 2.1, does take into account the redistribution of pop-
ulation amongst the low-levels, since all the populations
are treated simultaneously in the calculations. Note that
in this paper we do not treat the ionisation and recom-
bination amongst metastable levels of adjacent ionisation
stages (see Eq. (2)) in detail (i.e. the so called metastable
resolved approximation), but rather we adopt a stage-to-
stage ionisation balance as described in Sect. 3.

To study the dependence of the estimated DEM on the
approximation made in the atomic coefficients, we have
computed G functions over grids of uniform electron pres-
sure and uniform electron density. In the first case, the
dependence of Ne on Te is determined by the equation of
state of a perfect gas. The electron density used for eval-
uating the DEM and the abundance of elements is taken
from a selection of density sensitive line ratios as described
in Sect. 4.1. However, in order to examine the propagation
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of kernel uncertainties on the differential emission measure
analysis, we have extended the uniform pressure grid from
Pe = 1014 to 1018 cm−3 K, with an additional very low
value at 1010 to represent the zero density limit, and the
uniform electron density grid from Ne = 108 to 1012 cm−3.

2.3. Differential emission measure

We estimate the DEM by the data adaptive smoothing
approach (Thompson 1990, 1991) which is briefly sum-
marised below.

To derive the differential emission measure we require
to solve the integral equation

Ii =
A(Z)

4π

∫ Tb

Ta

Gi(Te)φ(Te)dTe (10)

for a set of, say, m lines (i = 1, 2, ...,m). In Eq. (10), Ii is
the observed intensity of the ith spectral line, Gi(Te) is its
contribution function (see Sect. 2.2), φ(Te) the emission
measure differential in temperature and Te the electron
temperature. Hereafter we explicitly assume that G is a
function of Te only, as discussed in Sect. 2.2, and index
each transition instead of specifying the levels from which
the transition originates.

The integral is first discretised by the product integra-
tion method (Baker 1977) as:

Ii =
A(Z)

4π

n∑
j=1

φ?j

∫ Tj

Tj−1

Gi(Te)φ0(Te)dTe (11)

φ?j ≡
∫ Tj
Tj−1

Gi(Te)φ(Te)dTe∫ Tj
Tj−1

Gi(Te)φ0(Te)dTe

, (12)

for i = 1, 2, ...,m, where φ?j represents a weighted average
of φ(Te)/φ0(Te) between Tj−1 and Tj , and φ0(Te) an initial
estimate of φ(Te) toward which the solution is smoothed.
This process can be viewed as scaling the solution using
an expected gross behaviour of φ(Te) as represented by
φ0(Te). The advantage is to reduce the dynamic range of
the problem before the actual regularised solution (see be-
low) is obtained. This has been proved to prevent uneven
smoothing, where the solution is over-smoothed at large
values of φ and under-smoothed at low values when the
source function (the differential emission measure) spans
a large dynamic range.

The prior function φ0(Te) is evaluated as follows:
Gi(Te) is approximated by Ḡiδ(Te − Tmax

i ), where

Ḡi ≡
∫ ∞

0

Gi(Te)dTe, (13)

Tmax
i is the temperature corresponding to the maximum

of Gi(Te) and δ is Dirac’s delta function. A crude estimate
of φ(Te) is then

φ̄(Tmax
i ) =

4π
A(Z)

Ii
Ḡi
, (14)

for i = 1, 2, ...m. A cubic B-spline (Cox & Hayes 1973) is
now fitted to the values log(φ̄(Tmax

i )) to obtain a smooth

representation of φ0(Te). This representation can only
yield features comparable to the typical kernel in width,
estimated to be ≈1/2 decade. The knot points of the B-
spline representation are therefore selected approximately
1/2 decade apart. In other words, we obtain

log(φ0(Te)) ≡ S(log(Te)), (15)

where S(log(Te)) denotes the B-spline representation with
interior knots about 1/2 decade apart.

The B-spline fit described above provides a satisfac-
tory estimate of φ0(Te) between the maximum and the
minimum values of Tmax

i . It is necessary, however, to ex-
trapolate φ0(Te) beyond these boundaries. This is done as
follows. For

Te > max(Tmax
i ),

(
dφ0

dTe

)
max(Tmax

i
)

> 0 (16)

or

Te < min(Tmax
i ),

(
dφ0

dTe

)
min(Tmax

i
)

< 0, (17)

log(φ0(Te)) is extrapolated linearly. This allows the value
of φ0(Te) to decrease smoothly while ensuring that it is
always positive.

For

Te > max(Tmax
i ),

(
dφ0

dTe

)
max(Tmax

i
)

< 0 (18)

or

Te < min(Tmax
i ),

(
dφ0

dTe

)
min(Tmax

i
)

> 0, (19)

φ0(Te) is extrapolated linearly. This is done because any
rapid power-law variation in φ0(Te) beyond the maximum
and minimum of Tmax

i is likely to lead to a gross inconsis-
tency between the values of φ̄(Tmax

i ) and the correspond-
ing average value of φ0(Te).

Adding a term for the inevitable measurement noise,
Eq. (11) can then be written as

gi =
n∑
j=1

Hijfj + εi (20)

for i = 1, 2, ...m, which is the canonical form for inverse
problems. In Eq. (20), the fj ≡ φ?j are the quantities to
be estimated at the recovery points Tj , j = 1, 2, ... n, the
gi ≡ Ii/si are the data, εisi are the data noises so that
the εi can be regarded as Gaussian errors of constant vari-
ance and si weighting parameters or estimates of the noise
variance on each spectral line, and

Hij ≡
A(Z)

4π
1
si

∫ Tj

Tj−1

Gi(Te)φ0(Te)dTe, (21)

for i = 1, 2, ...m; j = 1, 2, ... n.
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Equation (20) is solved by a regularisation approach.
In the method of regularisation, the extra information re-
quired to stabilise the inversion is introduced by a smooth-
ness condition on the source function φ. A solution is ob-
tained by solving the optimisation problem

min
f̂


m∑
i=1

gi − n∑
j=1

Hij f̂j

2

+ λΦ(f̂)

 (22)

where λ is a smoothing parameter representing the weight
attached to the smoothing constraint Φ(f̂) (a linear func-
tional of f̂) and f̂ is the estimate of f . The functional Φ(f̂)
represents a priori information about the function f . A
choice for this functional derives from the minimisation of
the norm of the second derivative of the solution. In other
words, of all the solutions that can fit the data, we choose
the one that minimises∣∣∣∣∣∣Φ(f̂)

∣∣∣∣∣∣2
2

=
∣∣∣∣∣∣f̂ ′′∣∣∣∣∣∣2

2
=
∫ ∣∣∣f̂ ′′(y)

∣∣∣2 dy. (23)

This choice of the linear functional defines the second or-
der regularisation and is the one adopted for the solution
of Eq. (20).

Representing the second-order derivative by second-
order differences, we have

Φ(f̂) =
n∑
j=1

(
f̂j+1 − 2f̂j + f̂j−1

)2

. (24)

In order to avoid explicit end conditioning, f̂0 = f̂n+1 = 0.
The solution of Eq. (20) by the regularisation approach

specified by (22) can be expressed in matrix form as(
HTH + λΦ

)
f̂ = HT g, (25)

where, in our case, the functional Φ is given by (24).
In order to choose the smoothing parameter the data-

based method described by Golub et al. (1979) (cf.
Thompson 1990, 1991) is used. λ is selected according to:

min
λ

‖Hf̂ − g‖2

(trace [HTH + λC])2 (26)

where C is the Hessian matrix of Φ(f̂). This method has
the attractive property that we do not need to know ex-
plicitly the value of the noise variance of the data points
but only their ratio. That is, if the true standard devia-
tion of the noise on the ith element is σi = σ0si, then the
scaling factor σ0 can be calculated a-posteriori using

σ2
0 =

‖Hf̂ − g‖2
(trace [HTH + λC])

· (27)

3. Atomic data

3.1. Energy levels, radiative transition probabilities
and effective collision strengths

3.1.1. Li-like ions

For C iv the energy levels, with fine structure re-
solved up to 4f 2F7/2, were taken from the Kelly (1987)

compilation. The radiative transition probabilities of
Wiese et al. (1966) were used. As recommended in the
assessment by McWhirter (1994), the close coupling effec-
tive collision strengths of Burke (1992) were adopted, the
necessary fine-structure components being obtained from
comparisons with the proportions derived by Zhang et al.
(1990) for O vi.

For the other Li-like ions where fine structure resolved
levels up to 5g 2G9/2 were included in our model ions, the
energy levels, A values and effective collision strengths of
Zhang et al. (1990) were used. The relativistic distorted
wave effective collision strength data of Zhang et al. (1990)
were modified as described by McWhirter (1994) to allow
for the effects of resonances and to bring them into closer
agreement with close-coupling results. The data needed
for S xiv, Ar xvi and Ca xviii were interpolated from the
energy levels, transition probabilities and modified effec-
tive collision strength data for O vi, Si xii, Ti xix and
Zn xxvii.

3.1.2. Be-like ions

For the Be-like ions the first 20 energy levels up to
2s 3d 1D2 were included in our models. For O v the en-
ergy levels from Moore (1993) and the A values of Hibbert
(1980) were used. As recommended in the review by
Berrington (1995) the effective collision strengths for O v

from Kato et al. (1990) were chosen, with revisions from
Kato (1995).

For 2–2 transitions in the other Be-like ions a file with
data for the ions Ne vii, Si xi, Ca xvii and Fe xxiii was
used to obtain the necessary values, directly for Si xi and
by interpolation for Na viii, Mg ix, Al x and S xiii. The
energy levels of Edlén (1983a, 1985c) were preferred for
Ne vii, Si xi, Ca xvii and Fe xxiii. The A values were
those calculated by Nussbaumer & Storey (1979a) for
Ne VII, Mühlethaler & Nussbaumer (1976) for Si xi and
Nussbaumer & Storey (1979b) for Ca xvii and Fe xxiii.
For the effective collision strengths, as recommended by
Berrington (1995) in his review, the R-matrix close cou-
pling calculations of Berrington et al. (1981, 1985a and
1985b) were adopted for Ne vii and Si xi, the results of
Dufton et al. (1983) for Ca xvii and the results of Keenan
et al. (1993a) for Fe xxiii.

For the n = 3 energy levels and 2–3 and 3–3 tran-
sition A values and effective collision strengths, for ions
apart from O v, a file with data for Ne vii, Si xi, Ar xv,
Ti xix and Fe xxiii was used to obtain the necessary
values, again directly for Si xi and by interpolation for
the other ions. For Ne vii n = 3 energy levels the
data of Tondello & Paget (1970) were supplemented by
the data of Bashkin & Stoner (1975). For Si xi, Ar xv

and Ti xix the energies given by Fawcett (1984, 1985)
were adopted, while for Fe xxiii the results of Corliss &
Sugar (1982) supplemented by data from Fawcett (1984,
1985) were used. For the transition probabilities for 2–
3 transitions from 2s2 and 2s 2p levels to levels 3 the data
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of Fawcett (1984, 1985) were chosen and for transitions
from 2p2 levels to n = 3 levels the results of Sampson et al.
(1984) were used. For 3–3 transitions the Superstructure
code (Eissner et al. 1974) results from Summers (1995)
were adopted. For 2–3 transitions and 3–3 allowed tran-
sitions the relativistic Coulomb-Born effective collision
strengths of Sampson et al. (1984) and the impact param-
eter results from Summers (1995) were used, respectively.

3.1.3. B-like ions

For each ion the first 15 fine-structure resolved energy lev-
els (up to 2p3 2P3/2) were included in our model ions. The
energy levels adopted were from Edlén (1983b). For the ra-
diative transition probability between the 1/2 and 3/2 lev-
els of the ground term in each ion the multi-configuration
Hartree-Fock results of Froese Fischer (1983) were used.
For the other transitions in each ion the transition prob-
abilities of Merkelis et al. (1995) were input, apart from
Ne vi where the results of Dankwort & Treffetz (1978)
were adopted where available. Sampson et al. (1994) have
reviewed the available collision strengths for the B-like
sequence. They anticipated and recommended the close
coupling results of Zhang et al. (1994) which we used.

3.1.4. C-like ions

The first 46 fine-structure resolved energy levels were in-
cluded for each model ion of this sequence. The energies of
the n = 2 levels were taken from Edlén (1985a); those for
n = 3 levels were taken from Wiese et al. (1966) for O iii

and from the Superstructure code (Eissner et al. 1974)
results from Summers (1995) for the others. The radia-
tive and distorted wave collision data were from pub-
lications by Bhatia and co-workers, notably Bhatia &
Kastner (1993) for O iii, Bhatia & Doschek (1993a, 1995
and 1993b) for Ne v, Mg vii and Si ix, respectively, and
Bhatia et al. (1987) for S xi.

3.1.5. N-like ions

Energy levels for Ne iv were taken from Kelly (1987)
except for the 2s2 2p2 (3P) 3s 4P, 2s2 2p2 (3P) 3s 2P and
2s2 2p2 (1D) 3s 2D levels which were taken from Bhatia
& Kastner (1988). Oscillator strengths were from the
Superstructure code (Eissner et al. 1974) results of
P. R. Young for the CHIANTI database (Dere et al. 1997).
Collision strengths were from Ramsbottom et al. (1998),
calculated in the close-coupling approximation using the
multichannel R-matrix method.

Energy levels for Mg vi were from Edlén (1984) except
for 2s2 2p2 (3P) 3s 4P, 2s2 2p2 (3P) 3s 2P, 2s2 2p2 (1D) 3s 2D,
and 2s2 2p2 (1S) 3s 2 S which were from the NIST Standard
Reference Database (Martin et al. 1995). A values were
obtained from a 4 configuration model of Mg VI used in
Superstructure, produced for the CHIANTI database by

P. R. Young. Effective collision strengths were from Bhatia
& Young (1998).

Si viii and S x energy levels were from the NIST
database (Martin et al. 1995), oscillator strengths and ef-
fective collision strengths (in the distorted wave approxi-
mation) were from Bhatia & Mason (1980).

3.1.6. O-like ions

The first 10 fine-structure resolved levels (up to 2p6 1S0)
were included. Energy levels were from the NIST database
(Martin et al. 1995).

Ne iii and Mg v oscillator strengths were from un-
published calculations by A. K. Bhatia included in the
CHIANTI database. Effective collision strengths for the
ground configuration and Te < 106 K were from Butler &
Zeippen (1994) close-coupling calculations. Effective colli-
sion strengths for the ground configuration and Te > 106 K
and for other transitions were from the distorted-wave un-
published calculations of A. K. Bhatia included in the
CHIANTI database. Oscillator strengths and effective col-
lision strengths for Si vii (in the distorted wave approxi-
mation) were from Bhatia et al. (1979).

3.1.7. Fe ions

For Ne-like Fe xvii, 37 fine-structure levels up to
2s 2p6 1D2 where included. All data were taken from
Bhatia & Doschek (1992) except for the energy of the
higher 2s 2p6 3l levels which were from the NIST database
(Martin et al. 1995).

For Na-like Fe xvi, the first 21 fine-structure resolved
levels (up to 5g 2G9/2) were included in our model ion.
The data for this sequence were taken from the work of
Sampson et al. (1990) who calculated collision data in the
relativistic distorted wave approximation.

Mg-like Fe xv data were taken from Superstructure and
distorted wave calculations by Bhatia & Mason (1997).

The energy levels for Al-like Fe xiv were from the NIST
database (Martin et al. 1995); oscillator strengths from
Fischer & Liu (1986); effective collision strengths from
Dufton & Kingston (1991) and Storey et al. (1996).

The Fe xiii (Si-like) energy levels were from Penn &
Kuhn (1994), Jupén et al. (1993) and the NIST database
(Martin et al. 1995). Oscillator strengths were from a
24 configuration model Superstructure calculation for the
CHIANTI database. Effective collision strengths were
from Fawcett & Mason (1989).

The model for Fe xii (P-like) included the first 41 fine-
structure levels. Energy levels were taken from Jupén et al.
(1993) and Corliss & Sugar (1982). Oscillator strengths
were from a 24 configuration model Superstructure cal-
culation for the CHIANTI database. Effective collision
strengths were from Tayal et al. (1987) and Flower (1977).

The Fe xi model (S-like) included 47 fine-structure lev-
els. Energy levels were from the NIST database (Martin
et al. 1995) and Jupén et al. (1993). Oscillator strengths
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were from a 13 configuration model Superstructure cal-
culation for the CHIANTI database. Effective collision
strengths were from unpublished calculations of Bhatia
and Doschek, included in the CHIANTI database.

The Fe x atomic model (Cl-like) included 54 fine-
structure levels. Energy levels were from the NIST
database (Martin et al. 1995) and from Jupén et al. (1993).
Oscillator strengths were from a 12 configuration model
Superstructure calculation for the CHIANTI database.
Effective collision strengths were from Bhatia & Doschek
(1995).

For the Ar-like Fe ix, 13 fine-structure levels were
included. Energy levels were from the NIST database
(Martin et al. 1995). Oscillator strengths were from a
10 configuration model Superstructure calculation for the
CHIANTI database. Effective collision strengths were
from Fawcett & Mason (1991).

3.2. Ionisation and recombination coefficients

The ionisation and recombination coefficients of Arnaud
& Rothenflug (1985) have been used for all elements ex-
cept Fe, for which the Arnaud & Raymond (1992) results
have been adopted. Such coefficients have been modified
to take into account the effect of finite electron density as
in Summers (1974).

The exclusion of iron lines from the determination of
the DEM allows an independent test for the iron ion-
isation balance. Our results indicate that a substantial
improvement is required for this complex element (see
Sects. 4.5.1–4.5.9).

4. Results

4.1. Electron density from line ratio analysis

We estimate the electron density for the evaluation of the
kernels using selected density-sensitive line ratios. The se-
lection eliminates density-sensitive ratios which use lines
known to be affected by blends or ratios the lines of which
are inconsistent with other density-insensitive ratios in-
cluding them. Despite the large number of identified lines,
only a few density sensitive line ratios satisfy these re-
quirements, and these are listed in Table 1, where the peak
temperature of line formation and the electron density cal-
culated with ADAS are also reported (see also Young et al.
1998).

Mg v (276.582 Å) is a marginal detection by
Dwivedi et al. (1998) and is used together with the
Mg v (351.117 Å) to estimate the electron density at
log(Te) ∼ 5.45. Mg vii (280.744 Å) is an additional
identification by Dwivedi et al. (1998), whose ratio with
Mg vii (367.675 Å) allows an estimate of the electron
density at log(Te) ∼ 5.80.

Figure 1 shows Ne from the selected line ratios vs.
Te, compared with models with constant Pe or con-
stant Ne. The density at log(Te) ∼ 5.45 inferred
from the Mg v 276.582/351.117Å ratio would lead to the

Table 1. Selected density-sensitive line ratios for the eval-
uation of the kernels. Tp is the peak temperature of line
formation.

Ion Ratio (Å) log(Tp) log(Ne)

Mg v 276.582/351.117 5.45 9.3+0.2
−0.3

Mg vii 280.744/367.675 5.80 9.5+0.5
−1.1

Si ix 258.082/296.113 6.05 9.9+0.3
−0.5

Si x 356.029/347.408 6.15 9.3+0.4
−0.4

S xii 299.540/288.420 6.30 9.5+0.3
−0.4

Fig. 1. Electron density from selected line ratios (see Table 1).
Dotted lines indicate the limiting constant Pe models which
are compatible with the selected line ratios, excluding Mg v

276.582/351.117 Å at log(Te) ∼ 5.45. Dashed lines indicate
the limiting constant Ne models which are compatible with
the selected line ratios.

conclusion that the plasma is closer to having con-
stant Ne rather than constant Pe, which would imply
the breakdown of hydrostatic equilibrium. Stronger ev-
idence for constant Ne comes from the possibility that
Si ix (258.082 Å) may be blended or affected by inaccura-
cies in intensity calibration at the low wavelength band-
pass of the instrument (see Sect. 4.4.4). The corrected Si ix
258.082/296.113Å ratio would be in closer agreement with
the other diagnostics of Table 1 and would indicate that
the plasma is closer to having constant electron density
rather than constant electron pressure. However, in order
to investigate the consequences of assuming a constant
electron pressure, we use both constant Pe and constant
Ne approximations for the evaluation of the kernels.

Given the high reliability of the S xii 299.540/
288.420 Å ratio, we consider Pe = 6 × 1015 cm−3 K the
most likely electron pressure in the uniform pressure ap-
proximation and Ne = 3 × 109 cm−3 the most likely
electron density in the uniform density approximation.
In what follows, therefore, we shall discuss in detail re-
sults obtained with kernels evaluated in those two cases.
However, note that much larger grids of uniform Pe and
uniform Ne have also been considered.
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4.2. The emission measure differential in temperature

In Table 2 the lines used for the integral inversion are
listed. Observed intensities are compared with theoretical
values from the DEM modelling with G functions com-
puted in the uniform density approximation (log(Ne) =
9.5 cm−3) and uniform pressure approximation (log(Pe) =
15.8 cm−3 K). In Tables 2–13 there are entries indicating
the chi-square in the ith line, i.e.

χ2
i =

(
Ith
i − Iobs

i

σi

)2

, (28)

such that the chi-square of the model fitting is

χ2 =
∑
j

χ2
j (29)

with j spanning the lines used for the integral inversion.
In Eq. (28), Ith

i and Iobs
i are the theoretical and observed

intensity respectively, and σi = σ0si (see Sect. 2.3). The
quantity χ2

i is used as a statistical indicator of signifi-
cant discrepancies. (σ0χi)2 will be on the order of unity
or less if the model is successful in reproducing the line
intensity, but significantly larger than unity for any line
that deviates from the model. Since σi = σ0si, and defin-
ing si = eobs

i (the observational accuracy) as weighting
factors, such deviations will largely reflect discrepancies
from the model. To facilitate the comparison between the
uniform electron density and the uniform electron pres-
sure approximations, in Tables 2–13 we report the prod-
uct (σ0χi)2 in the ith line. In the uniform density ap-
proximation (log(Ne) = 9.5 cm−3) we obtain σ0 = 0.49,
λ = 15.8 and χ2 = 8.8. In the uniform pressure approx-
imation (log(Pe) = 15.8 cm−3 K) we obtain σ0 = 0.35,
λ = 9.0 and χ2 = 8.2. Note that all the lines used for the
integral inversion are reproduced within the observational
uncertainties.

The selection was carried out eliminating lines known
to be affected by blends or inconsistent with density-
insensitive line ratios, as done for the density sensitive line
ratios in Sect. 4.1. The use of more than one line within
∆ log(Tp) = 0.05, where Tp is the peak temperature of
line formation, was avoided, the consequence of which is
the selection of one line per ion at most. This latter con-
straint is adopted because the selection of lines forming
at overlapping or quasi-overlapping temperatures makes
the matrix Hij (Eq. (21)) numerically ill-conditioned (see
Craig & Brown 1986; McIntosh et al. 2000). By adopting
the automatic smoothing procedure described in Sect. 2.3,
the inclusion of many lines sampling approximately the
same temperature range causes the smoothing parameter
λ to increase significantly in order to compensate for the
ill-conditioning of the matrix Hij . This results in an over-
smoothed solution which fails to reproduce the observed
intensities within the observational uncertainties.

The information from other lines neither affected by
known blends nor inconsistent with density-insensitive line
ratios is here used in the forward sense, i.e. the DEM
is used to predict the intensities of such lines and the

Fig. 2. Differential emission measure (DEM) for an averaged
solar active region using EUV line intensities observed by
SERTS-89. The DEM in the upper panel has been obtained
assuming a uniform Pe model in the evaluation of G func-
tions. The value adopted (log(Pe) = 15.8 cm−3 K) is taken
from selected density sensitive line ratios (see Sect. 4.1). The
ratio with the DEM obtained assuming uniform Ne is is shown
in the lower panel (log(Ne) = 9.5 cm−3).

theoretical intensities are then compared with the ob-
servations. This latter comparison confirms that higher
accuracy is obtained by avoiding the use in the inte-
gral inversion of lines forming at overlapping or quasi-
overlapping temperatures.

An attempt to select lines on the basis of their insen-
sitivity to electron density has also been carried out. This
latter procedure aims at obtaining a DEM as insensitive
as possible to electron density. However, the temperature
coverage and the elimination of lines known to be affected
by blends or inconsistent with density-insensitive line ra-
tios are found to be much more critical constraints and
it is not possible to apply all criteria because this would
lead to too small a set of lines for the integral inversion.

Figure 2 shows the DEM obtained assuming a uniform
Pe model in the evaluation of the G functions (log(Pe) =
15.8 cm−3 K, upper panel) compared with the DEM ob-
tained assuming uniform Ne (log(Ne) = 9.5 cm−3, lower
panel). The difference of the DEM between the two ap-
proximations is within 10%. Below log(Te) = 5.8, where
the two models differ more significantly (see Fig. 1), the
density sensitive Mg v (351.117 Å) line at log(Te) = 5.45
is better reproduced by the uniform Pe model, suggesting
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Table 2. Lines used for the integral inversion. λad. is our preferred laboratory wavelength and λobs. the fitted wavelength by
Thomas & Neupert (1994) and Young et al. (1998). Tp is the peak temperature of line formation. The observed intensities
are Iobs and their uncertainties eobs. Theoretical intensities Ith together with the corresponding (σ0χi)

2 are given in the two
cases where the G functions are computed in the uniform density approximation (log(Ne) = 9.5 cm−3) and uniform pressure
approximation (log(Pe) = 15.8 cm−3 K). Intensities are in erg cm−2 s−1 sr−1. Parentheses indicate the power of ten to which
the number must be raised.

Ion λad. Transition λobs. log(Tp) Iobs eobs Ith (σ0χi)
2 Ith (σ0χi)

2

log(Ne) = 9.5 log(Pe) = 15.8

Ne iii 379.308N 2s2 2p4 1D2–2s 2p5 1P0
1 379.306 5.05 7.6 2.2 7.4 8.3(−3) 7.4 8.3(−3)

Ne iv 357.825E 2s2 2p3 2D0
3/2–2s 2p4 2P1/2 357.889 5.30 7.8 3.9 8.6 4.2(−2) 8.4 2.4(−2)

Mg v 351.085E 2s2 2p4 3P2–2s 2p5 3P0
1 351.117 5.45 13.1 4.6 13.4 4.3(−3) 12.8 4.3(−3)

Ne v 359.375E 2s2 2p2 3P2–2s 2p3 3S0
1 359.378 5.50 26.3 4.3 26.3 0.0 26.5 2.2(−3)

Ne vi 401.928E 2s2 2p 2P0
3/2–2s 2p2 2P3/2 401.936 5.60 84.6 9.8 83.4 1.5(−2) 83.6 1.0(−2)

Na viii 411.166E 2s2 1S0–2s 2p 1P0
1 411.164 5.85 26.0 3.6 27.0 7.7(−2) 27.4 1.5(−1)

Mg viii 315.015E 2s2 2p 2P0
3/2–2s 2p2 2P3/2 315.024 5.90 253.0 31.0 242.0 1.4(−1) 238.0 2.3(−1)

Mg ix 368.057E 2s2 1S0–2s 2p 1P0
1 368.063 6.00 1070.0 122.0 1051.2 2.4(−2) 1067.3 4.9(−4)

Si ix 341.950E 2s2 2p2 3P0–2s 2p3 3D0
1 341.974 6.05 29.4 4.9 34.3 1.0 33.0 5.5(−1)

Al x 332.788E 2s2 1S0–2s 2p 1P0
1 332.782 6.10 159.0 19.4 159.7 1.3(−3) 160.1 3.2(−3)

Si x 272.005E 2s2 2p 2P0
1/2–2s 2p2 2S1/2 271.992 6.15 131.0 25.0 122.4 1.2(−1) 119.5 2.1(−1)

Si xi 365.429E 2s 2p 3P0
2–2p2 3P2 365.419 6.20 39.8 5.9 31.9 1.8 34.6 7.8(−1)

S xi 246.895E 2s2 2p2 3P2–2s 2p3 3P0
2 246.887 6.25 104.0 44.0 108.6 1.1(−2) 116.7 8.3(−2)

S xii 288.420E 2s2 2p 2P0
1/2–2s 2p2 2D3/2 288.401 6.35 135.0 21.0 143.8 1.8(−1) 142.6 1.3(−1)

S xiv 417.645E 2s 2S1/2–2p 2P0
3/2 417.640 6.45 184.0 21.0 180.1 3.4(−2) 179.2 5.2(−2)

Ar xvi 353.860E 2s 2S1/2–2p 2P0
3/2 353.963 6.65 7.7 3.7 10.6 6.1(−1) 10.2 4.6(−1)

Ca xviii 302.205E 2s 2S1/2–2p 2P0
3/2 302.167 6.80 25.3 10.0 19.7 3.0(−1) 20.9 1.9(−1)

E Wavelength from Edlén (1983a, 1983b, 1984, 1985a, 1985b, 1985c).
N Wavelength from NIST standard reference database.

that the error bars on the Mg v (276.582 Å) line should be
larger than those given by Dwivedi et al. (1998). At higher
temperatures, Si xi (365.429 Å) is well reproduced in the
uniform Pe but not in the uniform Ne approximation, al-
though the discrepancy is not severe in this latter case
((σ0χi)2 = 1.8, see Table 2 and discussion in Sect. 4.4.2).

In order to examine the propagation of kernel uncer-
tainties on the differential emission measure analysis, we
have further computed the DEM over uniform Pe and uni-
form Ne G-function grids as described in Sect. 2.2. The
accuracy of the reconstructed intensities gets worse as we
go to lower or higher values than log(Pe) = 15.8 (uni-
form pressure approximation) or log(Ne) = 9.5 (uniform
density approximation). It was not possible to obtain a
solution for the zero density limit (Pe = 1010 cm−3 K) us-
ing the method introduced in Sect. 2.3, while other meth-
ods (see Thompson & Craig 1992) produced a spurious
extra peak at approximately log(Te) = 6.1. A similar be-
haviour, with substantial spurious extra peaks having dif-
ferent heights or appearing for different values of uniform
Pe or Ne, is also found under the following conditions:
1 – when collisional data of lower accuracy are used; 2 –
when the temperature coverage criteria described above

are not applied; and 3 – when lines more sensitive to Ne

are included in the integral inversion.

4.3. Elemental abundances

In evaluating elemental abundances, we start by assum-
ing that the Ne abundance (with respect to H) in the
transition region and corona is the same as in the photo-
sphere. In other words, we assume that high-FIP elements
(i.e. elements with their first ionisation potential – FIP
– greater than approximately 10 eV) have coronal abun-
dances close to their photospheric values. This assump-
tion is necessary since we are unable to obtain elemental
abundances relative to H using the SERTS-89 spectrum
alone, and therefore our abundances must be taken rel-
ative to one of the elements emitting in the SERTS-89
spectrum. Alternatively, we could have assumed, without
loss of validity of our results, that low-FIP elements have
photospheric abundances and that high-FIP elements are
depleted in the corona. In this latter case, all abundances
would have been scaled by a constant factor (approxi-
mately from the higher dotted line to the lower in Fig. 3)
and the DEM would have been multiplied by the same
factor.



A. C. Lanzafame et al.: DEM structure of an active region 251

Fig. 3. Elemental abundances for the SERTS-89 active region
compared with the Feldman et al. (1992) coronal abundances.
Abundances are plotted as ratios with the photospheric values
taken from Feldman (1992). Bars on the abundances indicate
the range in which all the lines of that species (not affected
by blends or by inaccuracies in the atomic data) are fitted
within the observational errors. Only a lower limit to the Ca
abundance is reported (see Sect. 4.4.1).

We have selected all observed lines not emitted by Ne
ions which do not show evident blending or problems in
the atomic data and adjusted the elemental abundances
to get the minimum deviation from the observations. Such
a procedure allows a quite accurate determination of the
abundance ratios of elements whose lines form at close
temperatures. In such cases, the uncertainties in the DEM
reconstruction tend to cancel out and the dominant errors
on the abundance ratios derive from the atomic data and
observational uncertainties.

The results are shown in Fig. 3 together with the
Feldman et al. (1992) coronal abundances for compari-
son. In Fig. 3, abundances are shown as ratios to their
photosperic values (taken from Feldman 1992). We also
show the abundance range in which all the selected lines
of each element are reproduced within the observational
uncertainties.

Our results are quite close to those of Feldman et al.
(1992), except for Si (FIP = 8.12 eV), which we find closer
to its photospheric value. The Fe abundance too is found
close to its photospheric value, but this conclusion is quite
uncertain and based on Fe xi and Fe xii only. In fact, we
cannot reconcile the Fe ionisation balance with the DEM
obtained from lines of other elements (see Sects. 4.5.1–
4.5.9). Our results would suggest, in the active region ob-
served by SERTS-89, a lower cut-off for the FIP effect,
which is usually observed at around 10 eV. It also suggests
that the transition from low-FIP to high-FIP elements is
much steeper than in the Feldman abundances, i.e. be-
tween about 7.6 and 8.1 eV rather than 8 and 10.5 eV,
which may be important in trying to explain the FIP
effect.

The range in which the spectral lines of an element are
reproduced within the observational uncertainties shows,

in the cases of C, Mg and Ar, a marked asymmetry with re-
spect to the adopted value. This is because the abundance
which produces the minimum deviation from observations
may coincide with lower or upper limits for other lines of
the same elements. Uncertainties in the atomic data could
be the ultimate cause of this behaviour.

4.4. Analysis of the SERTS-89 spectrum

Spectral lines not included in the integral inversion
are compared with observations in a forward sense, i.e.
by comparing the intensities predicted using the DEM
of Fig. 2 (in the uniform pressure approximation with
log(Pe) = 15.8 cm−3 K and in the uniform density ap-
proximation with log(Ne) = 9.5 cm−3) with the observed
intensities. We present this analysis by iso-electronic
sequences except for the Fe ions which are discussed
individually.

4.4.1. Li-like lines

In Table 3 we report the comparison of the Li-like lines
with observations.

The C iv lines are all reproduced within the observa-
tional uncertainties except C iv (419.713 Å), whose the-
oretical intensity is 20–35% lower than observed. The
C iv (419.713 Å) line was identified as Ca x by Behring
et al. (1976) and by Dere (1978), and as a blend with
Ca x by Feldman et al. (1987). However, Keenan et al.
(1993b) found good agreement between SERTS-89 mea-
surements and theoretical line ratios of unblended C iv.
Our analysis indicates that Ca X may contribute by up to
4.4 erg cm2 s−1 sr−1.

The formation temperatures of the C iv lines overlap
with the O-like ion Ne iii. Ne iii (379.308 Å) is used for
the integral inversion (see Table 2) and reproduced well
within the observational uncertainties. This demonstrates
consistency amongst the two ions and warrants the ratio
of the lines as an abundance diagnostic.

S xiv (417.645 Å) is used for the integral inversion to
sample the region around log(Tp) = 6.45 and is repro-
duced within the observational uncertainties. The theoret-
ical S xiv (445.673 Å) line is 30% stronger than observed,
which may be due to instrumental vignetting near the
long-wavelength range of the instrument (Young et al.
1998).

Ar xvi (353.860 Å) is used in the integral inversion to
sample the temperature range around log(Tp) = 6.65
and is reproduced within the observational uncertain-
ties. Note, however, that the DEM in this temperature
region is rather poorly sampled, Ar xvi being the only
ion sampling the range log(Tp) = 6.45 to 6.80 (see
Table 2). Ar xvi (389.069 Å) is blended with an Fe xvii line
(Thomas & Neupert 1994) and our results indicate that
Ar xvi contributes about 40% of the blend’s intensity.

Ca xviii (302.205 Å) is used in the integral inversion
to sample the temperature range around log(Tp) = 6.80,
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Table 3. Comparison of the observed intensities with those derived from the DEM for the Li-like iso-electronic sequence.
Wavelengths are in Å. Intensities in erg cm−2 s−1 sr−1. See text for description.

Ion λad. Transition λobs. log(Tp) Iobs eobs Ith (σ0χi)
2 Ith (σ0χi)

2

log(Ne) = 9.5 log(Pe) = 15.8

C iv 312.420N 2s 2S1/2–3p 2P0
3/2 6.6 7.8

C iv 312.451N 2s 2S1/2–3p 2P0
1/2 3.3 3.9

- SUM - 312.429 5.05 14.2 7.2 9.9 3.6(−1) 11.7 1.2(−1)

C iv 384.031N 2p 2P0
1/2–3d 2D3/2 384.032 5.05 8.6 3.3 5.1 1.1 6.0 6.2(−1)

C iv 384.173N 2p 2P0
3/2–3d 2D5/2 9.2 10.8

C iv 384.189N 2p 2P0
3/2–3d 2D3/2 1.0 1.2

- SUM - 384.165 5.05 9.5 2.5 10.2 7.8(−2) 12.0 1.0

C iv 419.525N 2p 2P0
1/2–3s 2S1/2 5.05 4.0 4.9

C iv 419.713N 2p 2P0
3/2–3s 2S1/2 419.718 5.05 12.4 2.5 8.0 b 9.8 b

S xiv 417.645E 2s 2S1/2–2p 2P0
3/2 417.640 6.45 184.0 21.0 180.1 3.4(−2) 179.2 5.2(−2)

S xiv 445.673E 2s 2S1/2–2p 2P0
1/2 445.660 6.45 65.5 7.7 86.2 7.2 85.8 6.9

Ar xvi 353.860E 2s 2S1/2–2p 2P0
3/2 353.963 6.65 7.7 3.7 10.6 6.1(−1) 10.2 4.6(−1)

Ar xvi 389.069E 2s 2S1/2–2p 2P0
1/2 389.075 6.60 12.8 2.2 4.9 b 4.7 b

Ca xviii 302.205E 2s 2S1/2–2p 2P0
3/2 302.167 6.80 25.3 10.0 19.7 3.0(−1) 20.9 1.9(−1)

Ca xviii 344.760E 2s 2S1/2–2p 2P0
1/2 344.772 6.75 13.6 4.8 9.0 9.2(−1) 9.5 7.3(−1)

b: Blended.
E Wavelength from Edlén (1983a).
N Wavelength from NIST standard reference database.

which is the highest temperature in our analysis (see
Table 2). The DEM at this limit is obviously less well de-
termined and it is constrained mainly by the Ca abun-
dance. Our DEM analysis allows evaluation only of a
lower limit to the Ca abundance, which is essentially the
same as the Feldman et al. (1992) coronal abundance (see
Sect. 4.3). The theoretical Ca xviii (344.760 Å) intensity is
reproduced within the observational uncertainties.

4.4.2. Be-like lines

The comparison for the Be-like ions is reported in Table 4.
O v (215.245 Å) is a weak feature observed in second

order, close to the first order Mg viii (430.45 Å). Assuming
a photospheric abundance for O (see Sect. 4.3), the the-
oretical intensity is only 10% of that observed and be-
low the instrumental sensitivity limit at these wave-
lengths. O v (248.460 Å) lies close to the low wavelength
range of the instrument bandpass, where the sensitivity
is lowest, and the predicted intensity is less than 30% of
that observed. The O v (220.352 Å) intensity is predicted
to be approximately 13 erg cm−2 s−1 sr−1, below the

instrumental sensitivity limit at these wavelengths.
Looking at the O v (215.245 Å)–O v (220.352 Å) branching
ratio and the lack of detection of O v (220.352 Å), Young
et al. (1998) flagged O v (215.245 Å) as a possible misiden-
tification. Our DEM analysis essentially confirms this con-
clusion, although the comparison with other lines indicates
a possible inaccuracy of the intensity calibration at the low
wavelength range of the instrument bandpass (see below).

Na viii (411.166 Å) is used in the integral inversion and
reproduced within the observational uncertainties. Its for-
mation temperature (log(Tp) = 5.85) is close to the C-like
Mg vii lines (see Sect. 4.4.4).

Mg ix (368.057 Å) is used in the integral inversion to
sample the temperature region around log(Tp) = 6.00
and is reproduced within the observational uncertain-
ties. Of the other Mg ix lines those at 443.967 Å and
448.298 Å are not reproduced within the observational
uncertainties, the theoretical intensities being a factor
1.6 and 2.3 that observed, respectively. This may be
caused by instrumental vignetting and/or errors in the
quoted sensitivity of the instrument close to the long-
wavelength range of the instrument (see Young et al. 1998;
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Table 4. As for Table 3 for the Be-like iso-electronic sequence.

Ion λad. Transition λobs. log(Tp) Iobs eobs Ith (σ0χi)
2 Ith (σ0χi)

2

log(Ne) = 9.5 log(Pe) = 15.8

O v 215.040N 2s 2p 3P0
0–2s 3s 3S1 5.40 1.7 1.9

O v 215.103N 2s 2p 3P0
1–2s 3s 3S1 5.40 5.1 5.6

O v 215.245N 2s 2p 3P0
2–2s 3s 3S1 215.288 5.40 79.4 35.0 8.5 4.1 9.3 4.0

O v 220.352N 2s 2p 1P0
1–2s 3d 1D2 5.40 12.9 12.0

O v 248.460N 2s 2p 1P0
1–2s 3s 1S0 248.460 5.40 59.7 34.0 15.7 1.7 14.4 1.8

Na viii 411.166E 2s2 1S0–2s 2p 1P0
1 411.164 5.85 26.0 3.6 27.0 7.7(−2) 27.4 1.5(−1)

Mg ix 368.057E 2s2 1S0–2s 2p 1P0
1 368.063 6.00 1070.0 122.0 1051.2 2.4(−2) 1067.3 4.9(−4)

Mg ix 438.698E 2s 2p 1P0
1–2p2 1S0 5.95 2.3 2.3

Mg ix 439.170E 2s 2p 3P0
1–2p2 3P2 439.173 5.95 9.4 2.4 11.5 7.7(−1) 12.0 1.2

Mg ix 441.201E 2s 2p 3P0
0–2p2 3P1 441.221 5.95 7.7 2.8 9.2 2.9(−1) 9.5 4.1(−1)

Mg ix 443.408E 2s 2p 3P0
1–2p2 3P1 443.371 5.95 5.6 1.9 6.8 4.0(−1) 7.0 5.4(−1)

Mg ix 443.967E 2s 2p 3P0
2–2p2 3P2 443.956 5.95 19.6 3.3 31.9 1.4(+1) 33.1 1.7(+1)

Mg ix 445.969E 2s 2p 3P0
1–2p2 3P0 5.95 0.3 0.3

Mg ix 448.298E 2s 2p 3P0
2–2p2 3P1 448.279 5.95 4.7 1.5 10.6 1.5(+1) 10.9 1.7(+1)

Al x 332.788E 2s2 1S0–2s 2p 1P0
1 332.782 6.10 159.0 19.4 159.7 1.3(−3) 160.1 3.2(−3)

Si xi 303.326E 2s2 1S0–2s 2p 1P0
1 303.324 6.20 2930.0 330.0 1427.6 2.1(+1) 1440.4 2.0(+1)

Si xi 358.343E 2s 2p 1P0
1–2p2 1S0 6.20 2.9 2.9

Si xi 358.656E 2s 2p 3P0
1–2p2 3P2 6.20 11.5 12.5

Si xi 361.410E 2s 2p 3P0
0–2p2 3P1 361.406 6.20 23.7 4.3 9.6 1.1(+1) 10.3 9.7

Si xi 364.494E 2s 2p 3P0
1–2p2 3P1 6.20 7.0 7.5

Si xi 365.429E 2s 2p 3P0
2–2p2 3P2 365.419 6.20 39.8 5.9 31.9 1.8 34.6 7.8(−1)

Si xi 368.286E 2s 2p 3P0
1–2p2 3P0 6.20 0.3 0.3

Si xi 371.492E 2s 2p 3P0
2–2p2 3P1 371.499 6.20 14.5 3.7 10.8 1.0 11.5 6.6(−1)

S xiii 256.685E 2s2 1S0–2s 2p 1P0
1 256.683 6.40 527.0 70.0 376.2 4.6 380.2 4.4

E Wavelength from Edlén (1983a, 1985c).
N Wavelength from NIST standard reference database.

Keenan et al. 1994). The electron density derived from
the density sensitive 443.967/368.057Å ratio is therefore
affected by large errors.

Al x (332.788 Å) is used in the integral inversion to
sample the temperature range around log(Tp) = 6.10 and
is in excellent agreement with observations.

Si xi (365.429 Å) is used in the integral inversion to
sample the temperature range around log(Tp) = 6.20.
Note that this line is well reproduced in the uni-
form Pe but not in the uniform Ne approximation, al-
though the discrepancy is not severe in this latter case
((σ0χi)2 = 1.8). The population density of the upper
level of this transition is, in fact, density sensitive, es-
pecially below log(Ne) = 10, and the ratio of this line
with the density insensitive Si xi (303.326 Å) is taken
as a density diagnostic (see, e.g., Young et al. 1998).

The observed Si xi (365.429 Å)/Si xi (303.326 Å) line ratio
indicates log(Ne) = 9.2+0.2

−0.2, slightly lower than the elec-
tron density estimated in Table 1 and Fig. 1. However,
Si xi (303.326 Å) is not reproduced within the observa-
tional uncertainties and its intensity is approximately
twice that predicted. Note that this line is close to the
strong He ii (303.78 Å) and may be affected by background
radiation. This situation suggests that Si xi (303.326 Å)
may suffer by radiative pumping, blends, or uncertainties
in the atomic data (see also Lang et al. 2001). Our results
indicate that Fe xiii (303.320 Å) contributes by approxi-
mately 90 erg cm−2 s−1 sr−1 to this feature (see Table 11),
and therefore it is insufficient to explain the discrepancy.
Another candidate is S xiii (303.384 Å), but its intensity
is predicted to be negligible (see below).
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Si xi (358.656 Å) is reported as blended with
Fe xi (358.621 Å), Ne iv (358.688 Å) and with an Fe xiv

line by Young et al. (1998) and the DEM predicts
a contribution of 17% of the intensity of the blend
(see also Sect. 4.5.3). From a branching ratio analysis,
Young et al. (1998) found that Fe xi (358.621 Å) is a
factor 3 too strong, consistent with the presence of a
blend, and that the Si xi component provides around
14 erg cm−2 s−1 sr−1.

Si xi (361.410 Å) is not reproduced within the observa-
tional uncertainties, its predicted intensity being a factor
0.4 of that observed. This suggests the presence of blends,
as problems in the transition probabilities are excluded by
theta pinch measurements (König et al. 1996).

Si xi (364.494 Å) contributes by only 3% to the blend
with Fe xii (364.467 Å). Note that, in this case, the DEM
prediction is about half of the intensity predicted by
Young et al. (1998) from branching ratio analysis, which
is obviously due to the discrepancies affecting the other
line in the ratio, viz. Si xi (361.410 Å).

Si xi (371.492 Å) is reproduced within the observa-
tional uncertainties.

The only S xiii line in the SERTS-89 spectrum
(256.685 Å) has a theoretical intensity about 30% lower
than observed, outside the observational error bars. This
suggests the presence of blends contributing by approxi-
mately 150 erg cm−2 s−1 sr−1 or calibration inaccuracy
at the shortest wavelength. Other S xiii multiplets in the
SERTS-89 wavelength range are the 2s 2p 3P–2p2 3P and
2s 2p 3P–2p2 1D, but our analysis predicts negligible inten-
sities for them.

4.4.3. B-like lines

The comparison for the B-like lines is reported in Table 5.
Ne vi (401.928 Å) is used in the integral inversion to

sample the temperature region around log(Tp) = 5.60 with
excellent agreement between theory and observations.
Good agreement is found also for Ne vi (399.826 Å) and
Ne vi (401.154 Å).

Ne vi (403.270 Å) is blended with Mg vi (403.307 Å)
and our DEM analysis indicates that it contributes
18.5 erg cm−2 s−1 sr−1. Note, however, that the DEM
predicts the Mg vi (403.307 Å) intensity a factor 2 higher
than observed (see Sect. 4.4.5), which suggests inaccuracy
in the atomic data for Mg vi.

Ne vi (433.172 Å) and Ne vi (435.641 Å) are a factor 1.8
and 2.3 higher than observed, respectively. This discrep-
ancy may be attributed to the inaccuracy in the calibra-
tion of the instrument at the longest wavelengths as dis-
cussed by Young et al. (1998).

Mg viii (315.015 Å) is used in the integral inver-
sion to sample the region around log(Tp) = 5.90
and is reproduced within the observational uncertain-
ties. Of the other lines of the 2s2 2p 2P–2s 2p2 2P multi-
plet, Mg viii (313.743 Å) and Mg viii (317.028 Å) are re-
produced within the observational uncertainties, while

Mg viii (311.772 Å) is blended with a Ni xv line, contribut-
ing 60% of the total intensity.

Mg viii (335.231 Å) has an expected intensity of
42 erg cm−2 s−1 sr−1, which is completely masked by
the strong Fe xvi (335.396 Å) line. The other line of the
2s2 2p 2P–2s 2p2 2S multiplet at 338.983 Å is in excellent
agreement with observations.

Predicted intensities of the 2s2 2p 2P–2s 2p2 2D Mg viii

multiplet at 430.454 and 436.733 Å are a factor two
brighter than observed. This is consistent with the inaccu-
racy in the SERTS calibration at these wavelengths sug-
gested earlier (see also Bhatia & Thomas 1998). In the self-
blended feature, the weak Mg viii (436.660 Å) contributes
13 erg cm−2 s−1 sr−1 to the stronger Mg viii (436.733 Å).

The formation temperature of Al ix overlaps with
Mg ix, making it a good tool for investigating the Al/Mg
abundance ratio, but unfortunately none of the observed
Al ix lines are reproduced satisfactorily. Only one line
of the 2s2 2p 2P–2s 2p2 2P multiplet is reported in the
Thomas & Neupert (1994) catalogue (at 282.431 Å), and
the DEM predicts its intensity to be half that observed.
The predicted intensity of Al ix (284.015 Å) makes it po-
tentially observable, but, as outlined by Young et al.
(1998), it lies close to the very strong Fe xv (284.147 Å)
line and cannot be reliably fitted. The Al ix (286.364 Å)
predicted intensity is below the instrumental sensitivity
limit at these wavelengths. Both lines of the 2s2 2p 2P–
2s 2p2 2S doublet are observed, but the predicted inten-
sity is a factor 0.4 of that observed for the 305.055 Å line
and 0.2 for the 300.560 Å. Although their intensity ratio
may suggest a blend affecting the 300.560 Å, the overall
discrepancy remains unsolved. The other observed Al ix
multiplet is the 2s2 2p 2P–2s 2p2 2D. Al ix (384.950 Å) and
Al ix (392.425 Å) predicted intensities are a factor 1.8 and
1.2 higher than observed, respectively.

Si x (272.005 Å) is used in the integral inversion to
sample the temperature region around log(Tp) = 6.15
and is in good agreement with the observations. The
other line of the 2s2 2p 2P–2s 2p2 2S doublet at 277.277 Å
is also in good agreement with observations. Of the
2s2 2p 2P–2s 2p2 2P quartet, Si x (261.043 Å) is in excellent
agreement with observation. Si x (256.366 Å) contributes
185 erg cm−2 s−1 sr−1 to the blend with He II. The other
two lines, Si x (253.787 Å) and Si x (258.371 Å) are not re-
produced within the observational uncertainties, their the-
oretical intensities being a factor 0.5 and 1.3 of that ob-
served, respectively. Young et al. (1998) found that the
branching ratio of these two lines shows a strong discrep-
ancy with observations and suggested that the SERTS-89
values for these lines may be in error. Keenan et al. (2000a)
estimated the observed 253.787/356.027 Å ratio a factor 3
higher than expected but pointed out that Si x (253.787 Å)
is well resolved in the SERTS-89 spectrum and should be
accurately measured. The Si x line at 292.170 Å is pre-
dicted to have an intensity of only 0.2 erg cm−2 s−1 sr−1,
and therefore we confirm the misidentification of the line
at 292.25 Å as noted by Young et al. (1998). The 2s 2p2 2P–
2s 2p2 2D Si x triplet is observed as one line at 347.406 Å
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Table 5. As for Table 3 for the B-like iso-electronic sequence.

Ion λad. Transition λobs. log(Tp) Iobs eobs Ith (σ0χi)
2 Ith (σ0χi)

2

log(Ne) = 9.5 log(Pe) = 15.8

Ne vi 399.826E 2s2 2p 2P0
1/2–2s 2p2 2P3/2 399.837 5.60 14.9 2.8 16.4 2.9(−1) 16.4 2.9(−1)

Ne vi 401.154E 2s2 2p 2P0
1/2–2s 2p2 2P1/2 401.139 5.60 29.9 4.0 31.7 2.0(−1) 31.8 2.3(−1)

Ne vi 401.928E 2s2 2p 2P0
3/2–2s 2p2 2P3/2 401.936 5.60 84.6 9.8 83.4 1.5(−2) 83.6 1.0(−2)

Ne vi 403.270E 2s2 2p 2P0
3/2–2s 2p2 2P1/2 403.296 5.60 45.6 5.6 18.5 b 18.5 b

Ne vi 433.172E 2s2 2p 2P0
1/2–2s 2p2 2S1/2 433.161 5.60 7.5 3.0 13.9 4.5 13.9 4.5

Ne vi 435.641E 2s2 2p 2P0
3/2–2s 2p2 2S1/2 435.632 5.60 9.8 2.3 23.2 3.4(+1) 23.3 3.4(+1)

Mg viii 311.772E 2s2 2p 2P0
1/2–2s 2p2 2P3/2 311.778 5.90 79.1 14.1 48.2 b 47.5 b

Mg viii 313.743E 2s2 2p 2P0
1/2–2s 2p2 2P1/2 313.736 5.90 80.3 12.3 90.9 7.4(−1) 88.7 4.7(−1)

Mg viii 315.015E 2s2 2p 2P0
3/2–2s 2p2 2P3/2 315.024 5.90 253.0 31.0 242.0 1.4(−1) 238.0 2.3(−1)

Mg viii 317.028E 2s2 2p 2P0
3/2–2s 2p2 2P1/2 317.008 5.90 57.5 13.1 57.3 2.3(−4) 55.9 1.5(−2)

Mg viii 335.231E 2s2 2p 2P0
1/2–2s 2p2 2S1/2 5.90 42.4 41.6

Mg viii 338.983E 2s2 2p 2P0
3/2–2s 2p2 2S1/2 339.000 5.90 53.8 8.4 52.7 1.7(−2) 51.8 5.7(−2)

Mg viii 430.454E 2s2 2p 2P0
1/2–2s 2p2 2D3/2 430.445 5.90 40.3 4.9 81.3 7.0(+1) 79.1 6.3(+1)

Mg viii 436.660E 2s2 2p 2P0
3/2–2s 2p2 2D3/2 5.90 13.0 12.7

Mg viii 436.733E 2s2 2p 2P0
3/2–2s 2p2 2D5/2 436.726 5.90 67.5 8.0 132.7 6.6(+1) 131.1 6.3(+1)

Al ix 280.134E 2s2 2p 2P0
1/2–2s 2p2 2P3/2 6.00 7.1 7.1

Al ix 282.420E 2s2 2p 2P0
1/2–2s 2p2 2P1/2 282.431 6.00 28.4 16.7 13.7 1.2 13.2 1.3

Al ix 284.025E 2s2 2p 2P0
3/2–2s 2p2 2P3/2 6.00 35.8 35.7

Al ix 286.375E 2s2 2p 2P0
3/2–2s 2p2 2P1/2 6.00 9.6 9.2

Al ix 300.585E 2s2 2p 2P0
1/2–2s 2p2 2S1/2 300.564 6.00 30.6 11.3 7.0 4.4 7.0 4.4

Al ix 305.069E 2s2 2p 2P0
3/2–2s 2p2 2S1/2 305.093 6.00 17.3 7.8 7.1 1.7 7.1 1.7

Al ix 385.011E 2s2 2p 2P0
1/2–2s 2p2 2D3/2 385.023 6.00 7.0 2.0 12.8 8.4 12.4 7.3

Al ix 392.398E 2s2 2p 2P0
3/2–2s 2p2 2D3/2 6.00 1.9 1.8

Al ix 392.432E 2s2 2p 2P0
3/2–2s 2p2 2D5/2 392.414 6.00 15.3 2.7 18.9 1.8 19.1 2.0

b: Blended.
E Wavelength from Edlén (1983b).

and the blend of the 3/2–5/2 and 3/2–3/2 components at
356.027 Å. The agreement of the former is very good while
the latter is overestimated by 18–22%.

The S xii 2s2 2p 2P–2s 2p2 2P quartet falls within the
SERTS-89 wavelength range. The 3/2–3/2 and 3/2–1/2
predicted intensities are above the sensitivity level of the
instrument, but are not detected. Further work is required
to solve this issue.

The S xii 2s2 2p 2P–2s 2p2 2D multiplet is used to se-
lect the most likely uniform Pe or Ne approximation (see
Sect. 4.1). S xii (288.420 Å) is used in the integral inver-
sion and is in good agreement with observations. Good
agreement is found for S xii (299.540 Å) also, while the

S xii (299.778 Å) intensity is found below the instrumental
sensitivity limit at these wavelengths. The formation tem-
perature of this ion (log(Tp) = 6.30) overlaps with Fe XV.

4.4.4. C-like lines

In Table 6 we report the comparison of the C-like lines
with observations.

The wavelength region around the observed O iii line
has plenty of weak lines, most of them just at or be-
low the instrumental sensitivity limit. Assuming photo-
spheric abundances for O (see Sect. 4.3), the line ob-
served at 374.051 Å (blend of 0–1 and 2–2 components)
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Table 5. continued.

Ion λad. Transition λobs. log(Tp) Iobs eobs Ith (σ0χi)
2 Ith (σ0χi)

2

log(Ne) = 9.5 log(Pe) = 15.8

Si x 253.787E 2s2 2p 2P0
1/2–2s 2p2 2P3/2 253.808 6.15 207.0 55.0 95.1 4.1 97.2 4.0

Si x 256.366E 2s2 2p 2P0
1/2–2s 2p2 2P1/2 256.323 6.15 1580.0 185.0 189.8 b 185.1 b

Si x 258.371E 2s2 2p 2P0
3/2–2s 2p2 2P3/2 258.368 6.15 377.0 58.0 481.8 3.3 492.5 4.0

Si x 261.043E 2s2 2p 2P0
3/2–2s 2p2 2P1/2 261.049 6.15 140.0 27.0 151.0 1.7(−1) 147.2 7.1(−2)

Si x 272.005E 2s2 2p 2P0
1/2–2s 2p2 2S1/2 271.992 6.15 131.0 25.0 122.4 1.2(−1) 119.5 2.1(−1)

Si x 277.277E 2s2 2p 2P0
3/2–2s 2p2 2S1/2 277.268 6.15 114.0 25.0 97.6 4.3(−1) 95.2 5.7(−1)

Si x 287.098E 2s 2p2 4P1/2–2p3 4S0
3/2 6.10 0.1 0.1

Si x 289.153E 2s 2p2 4P3/2–2p3 4S0
3/2 6.10 0.1 0.1

Si x 292.170E 2s 2p2 4P5/2–2p3 4S0
3/2 292.251 6.10 43.7 13.0 0.2 1.1(+1) 0.2 1.1(+1)

Si x 347.408E 2s2 2p 2P0
1/2–2s 2p2 2D3/2 347.406 6.15 210.0 48.0 203.9 1.6(−2) 193.8 1.1(−1)

Si x 356.029E 2s2 2p 2P0
3/2–2s 2p2 2D5/2 6.10 231.6 242.4

Si x 356.054E 2s2 2p 2P0
3/2–2s 2p2 2D3/2 6.15 27.6 26.2

- SUM - 356.027 218.0 25.0 259.2 2.7 268.7 4.1

S xii 212.120E 2s2 2p 2P0
1/2–2s 2p2 2P3/2 6.30 31.8 33.0

S xii 215.143E 2s2 2p 2P0
1/2–2s 2p2 2P1/2 6.30 77.4 78.0

S xii 218.200E 2s2 2p 2P0
3/2–2s 2p2 2P3/2 6.00 162.7 169.1

S xii 221.400E 2s2 2p 2P0
3/2–2s 2p2 2P1/2 6.30 88.1 88.7

S xii 288.420E 2s2 2p 2P0
1/2–2s 2p2 2D3/2 288.401 6.35 135.0 21.0 143.8 1.8(−1) 142.6 1.3(−1)

S xii 299.540E 2s2 2p 2P0
3/2–2s 2p2 2D5/2 299.534 6.30 47.2 18.3 46.3 2.4(−3) 50.9 4.1(−2)

S xii 299.778E 2s2 2p 2P0
3/2–2s 2p2 2D3/2 6.30 15.3 15.2

b: Blended.
E Wavelength from Edlén (1983b).

is in excellent agreement with the observations. The
O iii (374.164 Å) theoretical intensity is about half that
observed, but still within the observational uncertain-
ties. Note that O iii (374.330 Å) and O iii (374.435 Å)
are expected to have slightly higher intensities than
O iii (374.164 Å), but these are not reported. A blend with
N iii (374.20 Å) contributing about 50% of the intensity of
the O iii (374.164 Å) is also compatible with our analysis.

Ne v (359.375 Å) is used in the integral inversion to
sample the temperature region around log(Tp) = 5.50
and is in excellent agreement with the observations.
The other observed line of the 2s2 2p2 3P–2s 2p3 3S
triplet at 358.476 Å is also in excellent agreement.
The Ne v (357.946 Å) has an expected intensity of
5 erg cm−2 s−1 sr−1 and a blend with Ne iv (357.825 Å), as
suggested by Young et al. (1998), seems unlikely both be-
cause the unblended Ne iv line is in good agreement with
observation (Ne v (357.946 Å) would contribute 70% of the
total intensity if blended with it) and because our adopted

laboratory wavelengths indicate a separation of 121 mÅ,
above the resolution of the instrument. Ne v (365.603 Å) is
predicted to have an intensity of 25 erg cm−2 s−1 sr−1, but
lies close to the Fe x line observed at 365.565 Å and may
not be resolved from it. Assuming a blend of these two
lines we obtain an excellent agreement with observations
(see Sect. 4.5.2). The Ne v (416.209 Å) theoretical intensity
is about twice that observed, consistent with the afore-
mentioned instrumental calibration inaccuracy at these
wavelengths.

Mg vii (276.993 Å) is blended with Si viii, contributing
54% of the observed intensity at 277.045 Å.

Mg vii (278.393 Å) is found discrepant with observa-
tions and Young et al. (1998) explained this by means
of a blend with Si vii. Our analysis indicates that Mg vii

contributes by up to 70.2 erg cm−2 s−1 sr−1 and Si vii

by up to 10.2 erg cm−2 s−1 sr−1 leaving more than
10 erg cm−2 s−1 sr−1 unaccounted for, suggesting the pres-
ence of a further blend component.



A. C. Lanzafame et al.: DEM structure of an active region 257

Table 6. As for Table 3 for the C-like iso-electronic sequence.

Ion λad. Transition λobs. log(Tp) Iobs eobs Ith (σ0χi)
2 Ith (σ0χi)

2

log(Ne) = 9.5 log(Pe) = 15.8

O iii 373.805N 2s2 2p2 3P1–2s2 2p 3s 3P0
0 5.00 3.8 3.9

O iii 374.006N 2s2 2p2 3P0–2s2 2p 3s 3P0
1 5.00 2.9 3.0

O iii 374.075N 2s2 2p2 3P2–2s2 2p 3s 3P0
2 5.00 11.5 11.8

- SUM - 374.051 14.4 4.4 14.4 0.0 14.9 1.3(−2)

O iii 374.164N 2s2 2p2 3P1–2s2 2p 3s 3P0
1 374.160 5.00 4.9 3.1 2.2 7.6(−1) 2.3 7.0(−1)

O iii 374.330N 2s2 2p2 3P1–2s2 2p 3s 3P0
0 5.00 3.1 3.2

O iii 374.435N 2s2 2p2 3P2–2s2 2p 3s 3P0
1 5.00 3.7 3.8

Ne v 357.946E 2s2 2p2 3P0–2s 2p3 3S0
1 5.45 5.3 5.3

Ne v 358.476E 2s2 2p2 3P1–2s 2p3 3S0
1 358.455 5.45 15.2 3.7 15.7 1.8(−2) 15.8 2.6(−2)

Ne v 359.375E 2s2 2p2 3P2–2s 2p3 3S0
1 359.378 5.50 26.3 4.3 26.3 0.0 26.5 2.2(−3)

Ne v 365.603N 2s2 2p2 1D2–2s 2p3 1P0
1 5.45 25.2 26.6

Ne v 416.209E 2s2 2p2 1D2–2s 2p3 1D0
2 416.208 5.45 24.2 3.4 45.6 4.0(+1) 47.5 4.7(+1)

Mg vii 276.138E 2s2 2p2 3P0–2s 2p3 3S0
1 5.80 14.0 12.5

Mg vii 276.993E 2s2 2p2 3P1–2s 2p3 3S0
1 277.045 5.80 85.1 23.0 41.8 b 37.4 b

Mg vii 278.393E 2s2 2p2 3P2–2s 2p3 3S0
1 278.407 5.80 114.0 24.0 70.2 b 62.8 b

Mg vii 280.722E 2s2 2p2 1D2–2s 2p3 1P0
1 280.749D 5.80 9.4 7.5 29.4 7.1 41.3 1.8(+1)

Mg vii 319.018E 2s2 2p2 1D2–2s 2p3 1D0
2 319.023 5.80 76.4 11.0 56.5 b 74.6 b

Mg vii 320.513N 2s2 2p2 1S0–2s 2p3 1P0
1 5.80 5.8 8.1

Mg vii 363.749E 2s2 2p2 3P0–2s 2p3 3P0
1 363.753 5.80 11.2 3.0 17.4 4.3 15.8 2.3

Mg vii 365.162E 2s2 2p2 3P1–2s 2p3 3P0
0 5.80 18.6 16.6

Mg vii 365.221E 2s2 2p2 3P1–2s 2p3 3P0
2 5.80 20.3 18.4

Mg vii 365.234E 2s2 2p2 3P1–2s 2p3 3P0
1 5.80 14.9 13.5

- SUM - 365.210 23.2 4.3 53.9 5.1(+1) 48.5 3.5(+1)

Mg vii 367.658E 2s2 2p2 3P2–2s 2p3 3P0
2 5.80 69.5 62.6

Mg vii 367.671E 2s2 2p2 3P2–2s 2p3 3P0
1 5.80 21.1 19.1

- SUM - 367.675 46.2 5.6 90.6 6.3(+1) 81.7 4.0(+1)

Mg vii 429.122E 2s2 2p2 3P0–2s 2p3 3D0
1 429.132 5.80 10.9 2.5 18.7 9.7 17.1 6.1

Mg vii 431.191E 2s2 2p2 3P1–2s 2p3 3D0
1 431.141 5.80 9.2 3.0 12.0 8.7(−1) 10.9 3.2(−1)

Mg vii 431.304E 2s2 2p2 3P1–2s 2p3 3D0
2 431.288 5.80 17.6 3.4 43.0 5.6(+1) 38.8 3.9(+1)

Mg vii 434.592E 2s2 2p2 3P2–2s 2p3 3D0
1 5.80 0.6 0.5

Mg vii 434.707E 2s2 2p2 3P1–2s 2p3 3D0
2 5.80 10.5 9.4

Mg vii 434.906E 2s2 2p2 3P2–2s 2p3 3D0
3 434.917 5.80 27.9 3.9 72.5 1.3(+2) 65.7 9.4(+1)

b: Blended.
D New fit by Dwivedi et al. (1998).
E Wavelength from Edlén (1985a).
N Wavelength from NIST standard reference database.

Dwivedi et al. (1998) give a fit to a line at 280.749 Å
and suggest that it is the Mg vii 2s2 2p2 1D2–2s 2p3 1P1

transition. According to our analysis, this line is expected
to be at least 3 times more intense than measured.

Mg vii (319.018 Å) is blended with Ni xv. An estimate
of the relative contribution to this blend is made diffi-
cult by the high density sensitivity of the Mg vii transi-
tion. Note that in the uniform Pe approximation Mg vii
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Table 6. continued.

Ion λad. Transition λobs. log(Tp) Iobs eobs Ith (σ0χi)
2 Ith (σ0χi)

2

log(Ne) = 9.5 log(Pe) = 15.8

Al viii 285.47N 2s2 2p2 1D2–2s 2p3 1D0
2 285.449 5.90 27.8 12.4 4.0 3.7 6.2 3.0

Si ix 258.082E 2s2 2p2 1D2–2s 2p3 1D0
2 258.095 6.05 49.7 19.4 17.3 2.8 24.4 1.7

Si ix 259.770E 2s2 2p2 1S0–2s 2p3 1P0
1 6.05 1.7 2.5

Si ix 290.687E 2s2 2p2 3P0–2s 2p3 3P0
1 290.693 6.05 33.2 15.1 30.0 4.5(−2) 29.3 6.7(−2)

Si ix 292.759E 2s2 2p2 3P1–2s 2p3 3P0
2 6.05 31.9 31.7

Si ix 292.809E 2s2 2p2 3P1–2s 2p3 3P0
0 6.05 32.6 31.4

- SUM - 292.801 70.6 16.3 64.6 1.4(−2) 63.2 2.1(−2)

Si ix 292.854E 2s2 2p2 3P1–2s 2p3 3P0
1 6.05 28.2 27.6

Si ix 296.113E 2s2 2p2 3P2–2s 2p3 3P0
2 296.128Y 6.05 146.0 31 121.6 6.2(−1) 120.7 6.7(−1)

Si ix 296.210E 2s2 2p2 3P2–2s 2p3 3P0
1 296.228Y 6.05 34.0 26 35.3 2.5(−3) 34.5 3.7(−4)

Si ix 341.950E 2s2 2p2 3P0–2s 2p3 3D0
1 341.974 6.05 29.4 4.9 34.3 1.0 33.0 5.5(−1)

Si ix 344.954E 2s2 2p2 3P1–2s 2p3 3D0
1 344.958 6.05 17.3 4.2 19.6 3.0(−1) 18.8 1.3(−1)

Si ix 345.120E 2s2 2p2 3P1–2s 2p3 3D0
2 345.130 6.05 70.9 9.9 77.6 4.6(−1) 75.4 2.1(−1)

Si ix 349.620E 2s2 2p2 3P2–2s 2p3 3D0
1 6.05 0.8 0.7

Si ix 349.791E 2s2 2p2 3P2–2s 2p3 3D0
2 6.05 15.0 14.5

Si ix 349.860E 2s2 2p2 3P2–2s 2p3 3D0
3 6.05 119.6 119.8

- SUM - 349.872 140.0 16.3 134.6 1.1(−1) 134.4 1.2(−1)

S xi 186.839E 2s2 2p2 3P0–2s 2p3 3S0
1 186.883 6.25 1330.0 330.0 30.8 b 31.3 b

S xi 188.675E 2s2 2p2 3P1–2s 2p3 3S0
1 6.25 90.7 92.3

S xi 191.266E 2s2 2p2 3P2–2s 2p3 3S0
1 191.234 6.25 286.0 135.0 156.2 b 158.9 b

S xi 239.816E 2s2 2p2 3P0–2s 2p3 3P0
1 239.834 6.25 130.0 56.0 42.8 2.4 41.6 2.5

S xi 242.594E 2s2 2p2 3P1–2s 2p3 3P0
2 6.25 24.5 26.4

S xi 242.849E 2s2 2p2 3P1–2s 2p3 3P0
1 6.25 46.3 45.0

S xi 242.872E 2s2 2p2 3P1–2s 2p3 3P0
0 6.25 47.9 47.7

S xi 246.895E 2s2 2p2 3P2–2s 2p3 3P0
2 246.887 6.25 104.0 44.0 108.6 1.1(−2) 116.7 8.3(−2)

S xi 247.159E 2s2 2p2 3P2–2s 2p3 3P0
1 247.159Y 6.25 85.0 41.0 48.3 8.0(−1) 46.9 8.6(−1)

S xi 281.402E 2s2 2p2 3P0–2s 2p3 3D0
1 281.440 6.25 36.3 16.0 79.1 7.2 73.1 5.3

S xi 285.587E 2s2 2p2 3P1–2s 2p3 3D0
1 285.578 6.25 53.4 17.8 38.4 7.1(−1) 35.5 1.0

S xi 285.822E 2s2 2p2 3P1–2s 2p3 3D0
2 285.830 6.25 68.4 16.5 117.8 9.0 118.3 9.1

S xi 291.566E 2s2 2p2 3P2–2s 2p3 3D0
1 6.25 1.1 1.0

S xi 291.577E 2s2 2p2 3P2–2s 2p3 3D0
3 6.25 91.8 101.7

S xi 291.811E 2s2 2p2 3P2–2s 2p3 3D0
2 6.25 16.1 16.2

b: Blended.
E Wavelength from Edlén (1985a).
N Wavelength from NIST standard reference database.
Y New fit by Young et al. (1998).

alone gives the entire measured intensity, while in the uni-
form Ne approximation it contributes 74% of the observed
intensity.

Our analysis overestimates the observed Mg vii lines
of the 2s2 2p2 3P–2s 2p3 3P multiplet by factors of 1.5 to
2.3. It is likely that this discrepancy is due to inaccuracy
in the atomic data involving these transitions.

Lines of the 2s2 2p2 3P–2s 2p3 3D multiplet are found
weaker than predicted by theory, consistent with the in-
strumental calibration inaccuracy found at these wave-
lengths (Young et al. 1998).

The Al viii (285.470 Å) theoretical intensity is only 0.2
of that observed. If the observed feature at 285.449 Å is
due to Al viii then the other stronger Al viii lines should
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be detected (and are observed in other C-like ions), but
they are not. Thus this identification is doubtful.

The Si ix (341.950 Å) line is used for the integral inver-
sion and is reproduced within the observational uncertain-
ties. All other lines of the 2s2 2p2 3P–2s 2p3 3D multiplet
are also in good agreement with the observations.

The Si ix (258.082 Å) theoretical intensity is about 50%
and 30% of that observed in the uniform-Pe and in the
uniform-Ne approximation, respectively. This line is used
as a density diagnostic together with Si ix (296.113 Å),
whose theoretical intensity is in good agreement with the
new estimate of Young et al. (1998). Although it gives
an electron density compatible with other diagnostics,
this ratio should, therefore, be treated with caution, since
Si ix (258.082 Å) may be blended or affected by inaccura-
cies in intensity calibration at the low wavelength band-
pass of the instrument. Note that we included this ratio
in estimating the electron density for the evaluation of the
kernels (see Sect. 4.1 and Table 1), but the discrepancies
found for Si ix (258.082 Å) do not affect our choice of the
most likely electron density or electron pressure.

Si ix (290.687 Å) is reproduced within the observa-
tional uncertainties, but the line observed at 292.801 Å is
not. However, the discrepancy is not severe since its theo-
retical intensity only slightly exceeds the observational un-
certainties. Note that the latter is a blend of 1–0, 1–1 and
1–2 components whose centroids embrace a wavelength
region about 100 mÅ wide. Thomas & Neupert (1994)
report a FWHM of 100 mÅ, which suggests that not all
three components are included in their measurement. We
suggest that only the 1–0 and 1–2 components are actu-
ally measured, which brings the comparison with theory
into good agreement (see Table 6).

The line reported in the Thomas & Neupert (1994)
catalogue at 296.137 Å has been subsequently fitted by
Young et al. (1998) as two components at 296.128 and
296.228 Å which are in excellent agreement with our DEM
prediction (Table 6).

S xi (246.895 Å) is used for the integral inversion to
sample the temperature region around log(Tp) = 6.25 K
and is well reproduced.

S xi (186.839 Å) is reported as blended with Fe xii

and our analysis indicates that the S xi contribution is
2% of the observed intensity. S xi (191.266 Å) is reported
as blended with Fe XIII, but our results indicate that
the Fe xiii contribution is negligible (see Sect. 4.5.5 and
Table 11); the S xi theoretical intensity alone, despite be-
ing half the total observed intensity, is just within the
error bars.

The S xi (239.816 Å) theoretical intensity is 0.3 of that
observed and outside the observational uncertainties. On
the other hand, the new Young et al. (1998) identifica-
tion of S xi (247.159 Å), the intensity of which is some-
what below the 3-σ sensitivity level of the intrument
at that wavelength, is reproduced within the observa-
tional uncertainties; other lines of the 2s2 2p2 3P–2s 2p3 3P
multiplet are predicted to have intensities slightly
weaker than S xi (247.159 Å), which could make their

identification very difficult. It is therefore reasonable that
S xi (239.816 Å) is blended with an unknown line.

We find discrepancies with observations for S xi lines
of the 2s2 2p2 3P–2s 2p3 3D multiplet, which could not be
explained by assuming blends. Keenan et al. (2000b), us-
ing effective collision strengths interpolated from R-matrix
calulations by Conlon et al. (1992) and A-values from
Aggarwal (1998) and Froese Fischer & Saha (1983),
found the 246.895/285.822Å and 281.402/285.822Å ob-
served ratios in agreement with theory while the
285.587/285.822Å ratio suggested the presence of a blend
affecting S xi (285.587 Å). Note, however, that the atomic
data adopted in this work are not significantly different
from those used by Keenan et al. (2000b), and that our
predicted ratios are also in agreement with observations,
but our predicted absolute intensities are not. We there-
fore suggest that atomic data available for such transitions
are affected by larger inaccuracies and that further work
is required to solve this issue.

4.4.5. N-like lines

The comparison for the N-like ions is reported in Table 7.
Ne iv (357.825 Å) is used for the integral inversion to

sample the temperature region around log(Tp) = 5.30 K,
and is well reproduced. Ne iv (358.688 Å) is reported as
blended with Fe xi, Si xi and Fe xiv by Young et al. (1998),
and our analysis indicates that Ne iv contributes 20%
to the total blend intensity (see Sects. 4.4.2 and 4.5.3).
Ne iv (358.746 Å) is predicted to be below the sensitivity
limit of the instrument. The Ne iv feature measured at
421.592 Å is a self-blend of 1/2–1/2 and 3/2–1/2 compo-
nents of the 2s2 2p3 2P–2s 2p4 2S doublet and its theoreti-
cal intensity is 60% higher than observed, consistent with
the inaccuracy in the calibration at these wavelengths sug-
gested by Young et al. (1998).

Mg vi lines of the 2s2 2p3 2D–2s 2p4 2P multiplet are
in good agreement with observations. Lines of the
2s2 2p3 2P–2s 2p4 2P and 2s2 2p3 2P–2s 2p4 2S multiplets
are found to be below the instrument sensitivity limit
and are not reported in Table 7. We confirm the misiden-
tification of the 319.80 Å line as due to the Mg vi

2s 2p4 2D3/2–2p5 2P1/2 transition since our analysis pre-
dicts a negligible intensity for this.

The feature measured at 349.162 Å was identified as a
self blend of the 5/2–3/2, 3/2–3/2, 5/2–5/2 and 3/2–5/2
components of the Mg vi 2s2 2p3 2D–2s 2p4 2D multiplet.
We find discrepancies with theory and suggest that, be-
cause of fitting problems, only the latter two components
were actually measured, which brings the theoretical in-
tensity down to 54–61 erg cm−2 s−1 sr−1, in good agree-
ment with observations. Note that Young et al. (1998) also
found the 349.16 Å self-blend too low in intensity by com-
paring the observed 270.401/349.162Å ratio with theory.

Despite the observed ratio of the Mg vi 2s2 2p3 4S–
2s 2p4 4P components being consistent with theory, the
absolute intensities predicted by the DEM are a factor 4
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Table 7. As for Table 3 for the N-like iso-electronic sequence.

Ion λad. Transition λobs. log(Tp) Iobs eobs Ith (σ0χi)
2 Ith (σ0χi)

2

log(Ne) = 9.5 log(Pe) = 15.8

Ne iv 357.825E 2s2 2p3 2D0
3/2–2s 2p4 2P1/2 357.889 5.30 7.8 3.9 8.6 4.2(−2) 8.4 2.4(−2)

Ne iv 358.688E 2s2 2p3 2D0
5/2–2s 2p4 2P3/2 5.25 15.8 b 15.6 b

Ne iv 358.746E 2s2 2p3 2D0
3/2–2s 2p4 2P3/2 5.25 1.9 1.9

Ne iv 421.599E 2s2 2p3 2P0
1/2–2s 2p4 2S1/2 5.25 2.4 2.5

Ne iv 421.610E 2s2 2p3 2P0
3/2–2s 2p4 2S1/2 5.25 4.6 4.7

- SUM - 421.592 4.3 1.4 7.0 3.7 7.2 4.3

Mg vi 268.991E 2s2 2p3 2D0
3/2–2s 2p4 2P1/2 269.038 5.65 37.1 17.3 24.0 5.7(−1) 26.4 3.8(−1)

Mg vi 270.390E 2s2 2p3 2D0
5/2–2s 2p4 2P3/2 5.65 44.5 50.4

Mg vi 270.400E 2s2 2p3 2D0
3/2–2s 2p4 2P3/2 5.64 6.0 6.8

- SUM - 270.401 59.1 16.9 50.6 2.5(−1) 57.2 1.1(−2)

Mg vi 319.80K 2s 2p4 2D3/2–2p5 2P0
1/2 319.726 5.65 7.8 4.2 0.1 3.4 0.2 3.3

Mg vi 349.108E 2s2 2p3 2D0
5/2–2s 2p4 2D3/2 5.65 3.6 3.9

Mg vi 349.124E 2s2 2p3 2D0
3/2–2s 2p4 2D3/2 5.65 37.7 40.0

Mg vi 349.163E 2s2 2p3 2D0
5/2–2s 2p4 2D5/2 5.65 51.3 58.3

Mg vi 349.179E 2s2 2p3 2D0
3/2–2s 2p4 2D5/2 5.65 2.7 3.0

- SUM - 349.162 55.2 8.6 54.0 1.9(−2) 61.4 5.2(−1)

Mg vi 387.788N 2s2 2p3 2P0
1/2–2s 2p4 2D3/2 387.769Y 5.65 3.8 1.5 4.1 4.0(−2) 4.4 1.6(−1)

Mg vi 387.951N 2s2 2p3 2P0
3/2–2s 2p4 2D3/2 5.65 0.3 0.3

Mg vi 388.014N 2s2 2p3 2P0
3/2–2s 2p4 2D5/2 387.966Y 5.65 6.2 2.3 7.5 3.2(−1) 8.5 1.0

Mg vi 399.281E 2s2 2p3 4S0
3/2–2s 2p4 4P1/2 399.275 5.65 9.3 1.8 32.3 1.6(+2) 27.2 9.9(+1)

Mg vi 400.662E 2s2 2p3 4S0
3/2–2s 2p4 4P3/2 400.668 5.65 16.2 2.5 65.4 3.9(+2) 55.0 2.4(+2)

Mg vi 403.307E 2s2 2p3 4S0
3/2–2s 2p4 4P5/2 403.296 5.65 45.6 5.6 96.6 b 81.2 b

Si viii 276.850E 2s2 2p3 2D0
3/2–2s 2p4 2D3/2 5.90 22.4 25.6

Si viii 276.865E 2s2 2p3 2D0
3/2–2s 2p4 2D5/2 5.90 1.2 1.3

- SUM - 276.850 65.6 17.7 23.5 b 26.8 b

Si viii 277.042E 2s2 2p3 2D0
5/2–2s 2p4 2D3/2 5.90 1.9 2.2

Si viii 277.057E 2s2 2p3 2D0
5/2–2s 2p4 2D5/2 5.90 29.3 32.1

- SUM - 277.045 85.1 23.0 31.3 b 34.3 b

Si viii 314.356E 2s2 2p3 4S0
3/2–2s 2p4 4P1/2 314.345 5.90 54.1 10.3 35.5 3.3 32.5 4.4

Si viii 316.218E 2s2 2p3 4S0
3/2–2s 2p4 4P3/2 316.220 5.90 88.7 12.9 67.2 2.8 61.6 4.4

Si viii 319.839E 2s2 2p3 4S0
3/2–2s 2p4 4P5/2 319.839 5.90 113.0 13.9 101.6 6.7(−1) 93.0 2.0

S x 257.147E 2s2 2p3 4S0
3/2–2s 2p4 4P1/2 257.144D 6.15 28.8 17.8 108.2 2.0(+1) 106.1 1.9(+1)

S x 259.496E 2s2 2p3 4S0
3/2–2s 2p4 4P3/2 259.495 6.15 123.0 44.0 206.7 3.6 202.8 3.3

S x 264.230E 2s2 2p3 4S0
3/2–2s 2p4 4P5/2 264.221 6.15 96.3 32.0 309.7 4.4(+1) 303.7 4.2(+1)

b: Blended.
D New fit by Dwivedi et al. (1998).
K Wavelength from Kelly (1987).
N Wavelength from NIST standard reference database.
E Wavelength from Edlén (1984).
Y New fit by Young et al. (1998).
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higher than observed, which suggests inaccuracies in the
atomic data. As a consequence, the expected Mg vi contri-
bution to the 403.307 Å blend with Ne vi (see Sect. 4.4.3)
cannot be confirmed by the Mg vi analysis.

Lines of the Si viii 2s2 2p3 2P–2s 2p4 2S multiplet are
found to be below the instrument sensitivity, consistent
with the lack of detection, and are not reported in Table 7.

Si viii (276.850 Å) is reported as blended with Si vii by
Young et al. (1998). According to our analysis, this leaves
more than 16 erg cm−2 s−1 sr−1 unaccounted for, which
may indicate the presence of a further blend.

The Si viii feature at 277.045 Å is blended with Mg vii

and we reproduce such a blend within the observational
uncertainties.

Of the Si viii 2s2 2p3 4S–2s 2p4 4P multiplet, only
Si viii (319.839 Å) is reproduced within the observational
uncertainties in the uniform Ne approximation, suggest-
ing possible inaccuracy in the atomic data involving such
transitions.

The theoretical intensities of all three S x lines are con-
siderably higher than observed. Line ratios also do not
agree with observations.

4.4.6. O-like lines

The comparison for O-like ions is reported in Table 8.

Ne iii (379.308 Å) is used in the integral inversion to
sample the temperature region around log(Tp) = 5.05 K,
which is the lowest temperature in the DEM evaluation
(see Table 2). The Ne iii (427.847 Å) theoretical intensity
is well below the sensitivity limit of the instrument, which
confirms the misidentification of this line as reported in
Young et al. (1998).

Mg v (351.085 Å) is used in the integral inversion
to sample the temperature region around log(Tp) =
5.45 K and is in excellent agreement with observations.
Mg v (276.581 Å) was identified by Dwivedi et al. (1998)
and the theoretical intensity is in agreement with observa-
tions. They identified another Mg v line at 352.200Å but
the observed intensity is lower than predicted by the DEM.
The observed intensity of Mg v (353.092 Å) is also too low
compared with the DEM prediction. The other Mg v lines
of the 2s2 2p4 3P–2s 2p5 3P multiplet are in good agree-
ment with observations. Note that Mg v (353.297 Å) is
blended with Na vi and is expected to contribute 75–80%
of the blend intensity.

All Si vii 2s2 2p4 3P–2s 2p5 3P transitions are found
well below the sensitivity limit of the instrument, except
the line identified at 275.377 Å whose predicted inten-
sity is, however, only 30% of that observed, suggesting
the presence of a blend. Si vii (276.850 Å) is blended with
Si viii (see Sect. 4.4.5), but the sum of their theoretical
intensities is about half that observed. Si vii (278.449 Å)
is blended with Mg vii (see Sect. 4.4.4) producing a total
theoretical intensity about 30% lower than observed.

4.5. The iron ions

4.5.1. Fe IX

Lines of Fe ix have theoretical to observed intensity ratios
(or quality fit ratio – QFR) between 0.1 and 0.7. Marginal
agreement is found for Fe ix (171.073 Å) in the uniform-Ne

approximation, but the 244.909/241.739Å ratio is closer
to the observations in the uniform-Pe approximation. Note
that Fe ix (241.739 Å) is sensitive to the model adopted in
computing the G-functions.

Fe ix (171.073 Å) and Fe ix (217.101 Å) are close to
the end of the SERTS-89 second order bandpass and
Fe ix (241.739 Å) and Fe ix (244.909 Å) close to the low
wavelength end of the first order bandpass, creating un-
certainties in the line intensities. However, the difference
in QFR between the intersystem lines and allowed tran-
sition at 171.061 Å suggests that excitation/de-excitation
rate coefficients need to be substantially revised.

4.5.2. Fe X

Fe x (174.534 Å) is blended with the first-order line
Fe xi (349.035 Å). The predicted intensity of each of these
lines is close to the observed intensity of the whole blend,
which is therefore overestimated by a factor 2. Young et al.
(1998) suggested that Fe x (365.543 Å) may be blended
with Ne v (365.60 Å). Indeed, our results indicate that the
feature at 365.565 Å is not due solely to Fe x, but that by
assuming a blend with Ne v we found excellent agreement
with observations.

Invoking the self-blend of 3p5 2P3/2–3p4 3d 4D7/2 and
3p5 2P3/2–3p4 3d 4D5/2 is not sufficient to account for the
feature observed at 257.257 Å, suggesting the presence of
an unknown blend.

A blend could be invoked also for Fe x (345.723 Å).
A close lying line is Al x (345.66 Å), but our results in-
dicate that its intensity is negligible and cannot explain
the discrepancy.

4.5.3. Fe XI

Fe xi (356.519 Å) is in excellent agreement with obser-
vations. We also confirm the Brickhouse et al. (1995)
identification of the feature at 406.791 Å as due to the
Fe xi 3s2 3p4 1D2–3s 3p5 3P2 transition. Fe xi (349.046 Å)
and Fe xi (369.153 Å) are reproduced within the observa-
tional uncertainties in the uniform-Ne approximation and
in marginal agreement in the uniform-Pe approximation.
Large discrepancies are found for the features at 188.219,
308.548 and 358.621 Å.

Fe xi (358.621 Å) is reported as blended with
Si xi (358.656 Å), Ne iv (358.688 Å) and with a Fe xiv line
by Young et al. (1998). The Fe xiv line was studied by
Bhatia et al. (1994) and is not in our database. Our
results essentially confirm this blending provided Fe xiv

contributes by 26± 9.4 erg cm−2 s−1 sr−1.
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Table 8. Same as Table 1 for the O-like iso-electronic sequence.

Ion λad. Transition λobs. log(Tp) Iobs eobs Ith (σ0χi)
2 Ith (σ0χi)

2

log(Ne) = 9.5 log(Pe) = 15.8

Ne iii 379.308N 2s2 2p4 1D2–2s 2p5 1P0
1 379.306 5.05 7.6 2.2 7.4 8.3(−3) 7.4 8.3(−3)

Ne iii 427.847N 2s2 2p4 1S0–2s 2p5 1P0
1 427.843 5.05 3.9 1.8 0.4 3.8 0.4 3.8

Mg v 276.581F 2s2 2p4 1D2–2s 2p5 1P0
1 276.582D 5.45 22.4 12.3 23.2 4.2(−3) 27.7 1.9(−2)

Mg v 351.085E 2s2 2p4 3P2–2s 2p5 3P0
1 351.117 5.45 13.1 4.6 13.4 4.3(−3) 12.8 4.3(−3)

Mg v 352.197E 2s2 2p4 3P1–2s 2p5 3P0
0 352.200D 5.45 4.3 3.1 11.0 4.7 10.3 3.7

Mg v 353.092E 2s2 2p4 3P2–2s 2p5 3P0
2 353.084 5.45 10.4 3.8 40.8 6.4(+1) 38.6 5.5(+1)

Mg v 353.297E 2s2 2p4 3P1–2s 2p5 3P0
1 353.290 5.45 10.1 3.1 7.9 5.0(−1) 7.5 7.0(−1)

Mg v 354.221E 2s2 2p4 3P0–2s 2p5 3P0
1 354.162 5.45 9.0 4.6 10.4 9.3(−2) 9.9 3.8(−2)

Mg v 355.329E 2s2 2p4 3P1–2s 2p5 3P0
2 355.339 5.45 11.3 6.2 13.3 1.0(−2) 12.5 3.7(−2)

Si vii 272.647E 2s2 2p4 3P2–2s 2p5 3P0
1 5.75 8.6 8.0

Si vii 274.180E 2s2 2p4 3P1–2s 2p5 3P0
0 5.75 6.9 6.9

Si vii 275.361E 2s2 2p4 3P2–2s 2p5 3P0
2 275.377 5.75 105.0 28.0 32.1 6.8 28.4 7.5

Si vii 275.675E 2s2 2p4 3P1–2s 2p5 3P0
1 5.75 4.9 4.6

Si vii 276.850E 2s2 2p4 3P0–2s 2p5 3P0
1 5.75 6.5 b 6.0 b

Si vii 278.449E 2s2 2p4 3P1–2s 2p5 3P0
2 5.75 10.2 b 9.1 b

b: Blended.
D New fit by Dwivedi et al. (1998).
E Wavelength from Edlén (1983a).
F Wavelength from Fawcett (1975).
N Wavelength from NIST standard reference database.

The theoretical-to-observed ratios of Fe xi (188.219 Å)
and Fe xi (308.548 Å) are 0.4 and 0.2 respectively, which
suggests blending as the cause of the discrepancy.

4.5.4. Fe XII

We reproduce Fe xii (196.640 Å), Fe xii (219.438 Å) and
Fe xii (283.64 Å) within the observational uncertainties.
We therefore confirm the Keenan et al. (1996) identi-
fication of the features at 196.619 Å and 283.70 Å as
Fe xii 3p3 2D5/2–3p2 3d 2D5/2 and Fe xii 3s2 3p3 2D3/2–
3s 3p4 2P1/2 transitions, respectively (see also Young et al.
1998). Fe xii (193.509 Å) is reproduced in the uniform-Pe

approximation and marginally in the uniform-Ne approxi-
mation This line is better reproduced assuming a uniform
log(Ne) = 10 cm−3.

The Fe xii 3p3 2D5/2–3p2 3d 2F7/2 and 3p3 2D3/2–
3p2 3d 2F5/2 transitions cannot account for the full line
intensity at 186.883 Å, as already found by Young
et al. (1998), although the theoretical intensity in the
uniform-Pe approximation is just inside the error bars.
We estimate that S xi contributes by approximately
30 erg cm−2 s−1 sr−1, and therefore is not sufficient to
fully account for the discrepancy. Young et al. (1998) in-
voke a weak first order O iii line which we estimate to
have an intensity of 3 erg cm−2 s−1 sr−1 that would

produce a response equivalent to a second order line of
300 erg cm−2 s−1 sr−1. This produces a blend total flux
very close to the observed value.

Fe xii (192.394 Å) is reported as blended with
Mn XV (384.75 Å), contributing, according to our results,
about 20% of the total intensity, in contrast with the
Young et al. (1998) estimate of 5 erg cm2 s−1 sr−1

based on the 192.394/195.119Å density insensitive ratio.
Note, however, that our estimate of Fexii (195.119 Å)
is approximately twice that observed and it reduces
to the observed intensity only assuming log(Ne) ∼ 11,
which is somewhat larger than estimates by other density
diagnostics.

According to Keenan et al. (1996), the discrepancy
seen in Fe xii (200.356 Å) may be due to a blend with first
order Ca vi (400.83 Å).

Fe xii (201.121 Å) is reported as blended with Fe xiii,
but our results indicate that the Fe xii contribution is neg-
ligible. The Fe xiii theoretical intensity is, on the other
hand, about 50% higher than observed and to reproduce
it within the observational uncertainties we must assume
log(Ne) = 11. This result disagrees with Young et al.
(1998), who found a weak Fe xiii contribution to this
blend.

Fe xii (291.010 Å) is 30–40% weaker than observed.
This discrepancy reduces by increasing the electron den-
sity and disappears when log(Ne) = 11.
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Table 9. Comparison of the observed intensities with those derived from the DEM for the Fe ix–xi ions. Wavelengths are in Å.
Intensities in erg cm−2 s−1 sr−1. See text and Table 3 for description.

Ion λad. Transition λobs. log(Tp) Iobs eobs Ith (σ0χi)
2 Ith (σ0χi)

2

log(Ne) = 9.5 log(Pe) = 15.8

Fe ix 171.073N 3p6 1S0–3p5 3d 1P0
1 171.061 5.80 1510.0 470.0 1034.5 1.0 911.3 1.6

Fe ix 217.101N 3p6 1S0–3p5 3d 3D0
1 217.102 5.80 70.5 34.0 14.0 2.8 15.5 2.6

Fe ix 241.739K 3p6 1S0–3p5 3d 3P0
2 241.747 5.80 195.0 70.0 41.1 4.8 29.4 5.6

Fe ix 244.909N 3p6 1S0–3p5 3d 3P0
1 244.916 5.80 162.0 48.0 21.3 8.6 21.1 8.6

Fe x 174.534N 3p5 2P0
3/2–3p4 3d 2D5/2 174.517 6.00 764.0 360.0 768.1 b 706.6 b

Fe x 257.262N 3p5 2P0
3/2–3p4 3d 4D7/2 6.00 32.6 22.3

Fe x 257.308T 3p5 2P0
3/2–3p4 3d 4D5/2 6.00 16.2 16.6

- SUM - 257.257 132.0 34.0 48.8 6.0 38.9 7.5

Fe x 345.723N 3s2 3p5 2P0
3/2–3s 3p6 2S1/2 345.735 6.00 75.8 9.7 41.6 1.2(+1) 40.1 1.3(+1)

Fe x 365.543N 3s2 3p5 2P0
1/2–3s 3p6 2S1/2 365.565 6.00 43.0 6.0 17.5 b 16.8 b

Fe xi 188.219N 3p4 3P2–3p3 3d 3P0
2 188.209 6.05 1140.0 270.0 520.2 5.3 492.9 5.7

Fe xi 308.548N 3s2 3p4 1D2–3s 3p5 1P0
1 308.575 6.05 84.4 15.9 14.5 1.9(+1) 18.4 1.7(+1)

Fe xi 341.113N 3s2 3p4 3P2–3s 3p5 3P0
1 341.114 6.05 37.3 5.7 30.1 1.6 29.7 1.8

Fe xi 349.046N 3s2 3p4 3P1–3s 3p5 3P0
0 349.035 6.05 7.2 3.4 9.0 b 11.0 b

Fe xi 352.662N 3s2 3p4 3P2–3s 3p5 3P0
2 352.672 6.05 130.0 15.3 110.0 1.7 104.7 2.7

Fe xi 356.519N 3s2 3p4 3P1–3s 3p5 3P0
1 356.530 6.05 15.0 4.9 15.1 4.2(−4) 14.9 4.2(−4)

Fe xi 358.621N 3s2 3p4 3P0–3s 3p5 3P0
1 358.667 6.05 72.6 9.4 19.2 b 19.0 b

Fe xi 369.153N 3s2 3p4 3P1–3s 3p5 3P0
2 369.163 6.05 37.9 5.2 33.1 8.5(−1) 31.5 1.5

Fe xi 406.811N 3s2 3p4 1D2–3s 3p5 3P0
2 406.791B 6.05 3.3 1.8 3.0 2.8(−2) 2.8 7.7(−2)

b: Blended.
B New identification by Brickhouse et al. (1995).
K Wavelength from Kelly (1987).
N Wavelength from NIST standard reference database.
T Theoretical wavelength.

On the other hand, Fe xii (335.060 Å) is too strong
compared with observations and, unlike the cases dis-
cussed above, the discrepancy increases when increasing
the density. Note that from the 335.060/364.467Å ratio
Keenan et al. (1996) derive log(Ne) = 9.0 ± 0.4, a value
considerably lower than obtained with other line ratios.

Looking at the branching ratio with 382.866 Å,
Young et al. (1998) suggested a possible blend affect-
ing Fe xii (338.263 Å), which is supported by our re-
sults indicating a theoretical intensity 20–30% lower
than observed. The Fe xii (338.263 Å) theoretical inten-
sity increases rapidly with electron density, making it
difficult to evaluate the intensity of the blended line.

Fe xii (382.866 Å) is itself marginally higher than ob-
served, and the comparison gets worse by increasing Ne.

Excellent agreement is found by Young et al. (1998)
and Keenan et al. (1996) for the density insensitive ra-
tios 346.852/364.467Å and 352.106/364.467Å, but we
find their theoretical intensity higher than observed for
log(Ne) = 9.5 and to get agreement with observations we
need to assume log(Ne) = 10.5.

In summary, the density sensitivity of Fe xii makes it a
very important ion for diagnostic purposes. However, com-
parison of absolute intensity of lines with the observations
leads to contradictory results, which indicate that a sub-
stantial improvement to the atomic modelling is necessary.
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Table 10. Comparison of the observed intensities with those derived from the DEM for the Fe xii ions. Wavelengths are in Å.
Intensities in erg cm−2 s−1 sr−1. See text and Table 3 for description.

Ion λad. Transition λobs. log(Tp) Iobs eobs Ith (σ0χi)
2 Ith (σ0χi)

2

log(Ne) = 9.5 log(Pe) = 15.8

Fe xii 186.880N 3p3 2D0
5/2–3p2 3d 2F7/2 6.15 555.1 607.5

Fe xii 186.9T 3p3 2D0
3/2–3p2 3d 2F5/2 6.15 319.4 396.2

- SUM - 186.883 1330.0 330.0 874.5 b 1003.8 b

Fe xii 192.394N 3p3 4S0
3/2–3p2 3d 4P1/2 192.373 6.15 2370.0 340.0 575.5 2.8(+1) 554.7 2.8(+1)

Fe xii 193.509N 3p3 4S0
3/2–3p2 3d 4P3/2 193.511 6.15 1280.0 230.0 1564.6 1.5 1488.3 8.2(−1)

Fe xii 195.119N 3p3 4S0
3/2–3p2 3d 4P5/2 195.115 6.15 1220.0 210.0 2575.8 4.2(+1) 2447.4 3.4(+1)

Fe xii 195.640N 3p3 2D0
5/2–3p2 3d 2D5/2 196.618a 6.15 279.0 139.0 235.1 1.0(−1) 260.5 1.8(−2)

Fe xii 200.356K 3p3 2P0
3/2–3p2 3d 2S1/2 200.408 6.15 365.0 96.0 11.9 1.3(+1) 17.1 1.3(+1)

Fe xii 201.121N 3p3 2P0
3/2–3p2 3d 2P3/2 201.121 6.15 394.0 137.0 25.4 b 33.6 b

Fe xii 219.438K 3p3 2D0
5/2–3p2 3d 2P3/2 219.428 6.15 136.0 60.0 172.9 3.8(−1) 192.1 8.7(−1)

Fe xii 283.64K 3s2 3p3 2D0
3/2–3s 3p4 2P1/2 283.700a 6.15 18.2 9.2 22.4 2.1(−1) 27.4 1.0

Fe xii 291.010K 3s2 3p3 2D0
5/2–3s 3p4 2P3/2 291.007 6.15 109.0 19.4 67.9 4.5 73.4 3.4

Fe xii 335.060N 3s2 3p3 2D0
3/2–3s 3p4 2D3/2 335.043 6.15 13.0 6.2 34.3 1.2(+1) 43.2 2.4(+1)

Fe xii 338.263N 3s2 3p3 2D0
5/2–3s 3p4 2D5/2 338.273 6.10 76.6 10.3 54.2 4.7 60.0 2.6

Fe xii 346.852N 3s2 3p3 4S0
3/2–3s 3p4 4P1/2 346.857 6.15 66.9 8.6 106.3 2.1(+1) 101.0 1.6(+1)

Fe xii 352.106N 3s2 3p3 4S0
3/2–3s 3p4 4P3/2 352.106 6.15 144.0 17.0 205.3 1.3(+1) 195.2 9.1

Fe xii 364.467N 3s2 3p3 4S0
3/2–3s 3p4 4P5/2 364.468 6.15 233.0 26.0 305.4 7.7 291.1 5.0

Fe xii 382.866N 3s2 3p3 2P0
3/2–3s 3p4 2D5/2 382.854 6.15 7.1 2.1 9.3 1.1 10.3 2.3

b: Blended.
a New identification by Keenan et al. (1996).
K Wavelength from Kelly (1987).
N Wavelength from NIST standard reference database.
T Theoretical wavelength.

4.5.5. Fe XIII

Assuming log(Ne) = 9.5 or log(Pe) = 15.8, Fe xiii lines
have theoretical intensities systematically higher than ob-
served except those at 191.255, 204.942, 311.552, and
318.21 Å. Such discrepancies reduce for some lines at in-
creasing plasma density, but, as we shall see below, in
a contradictory manner so that one cannot infer, from
Fe xiii lines, a reliable electron density at the tempera-
ture of formation of this ion.

Fe xiii (191.255 Å) is reported as blended with S xi, but
we confirm the Young et al. (1998) conclusion that the
Fe xiii contribution is negligible.

Fe xiii (312.880 Å) was identified by Brickhouse
et al. (1995) and excellent agreement was found by

Young et al. (1998) for the density insensitive ratio
312.880/359.638Å. We find this line about 50% higher
than observed at log(Ne) = 9.5 or log(Pe) = 15.8, and we
get agreement with observations by increasing the electron
density up to log(Ne) = 10.5 cm−3. Fe xiii (359.638 Å),
on the other hand, is in agreement with observations
only if we assume log(Ne) = 11.0. This despite the fact
that the ratio 359.638/348.183Å gives log(Ne) = 9.6+0.2

−0.2

(Young et al. 1998). At log(Ne) = 9.5 we find, in fact,
that Fe xiii (359.638 Å) and Fe xiii (348.183 Å) are 30%
and 60% higher than observed, respectively. Assuming
log(Pe) = 15.8, these lines are 30% and 38% higher than
observed. Therefore, the ratio combines to give a density
close to that obtained using other lines, but the absolute
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Table 11. Comparison of the observed intensities with those derived from the DEM for the Fe xiii ions. Wavelengths are in Å.
Intensities in erg cm−2 s−1 sr−1. See text and Table 3 for description.

Ion λad. Transition λobs. log(Tp) Iobs eobs Ith (σ0χi)
2 Ith (σ0χi)

2

log(Ne) = 9.5 log(Pe) = 15.8

Fe xiii 191.255B 3p2 1D2–3p 3d 1P0
1 191.234 6.20 286.0 135.0 0.0 b 0.0 b

Fe xiii 201.121B 3p2 3P1–3p 3d 3D0
1 201.121 6.20 394.0 137.0 573.8 b 580.8 b

Fe xiii 202.044K 3p2 3P0–3p 3d 3P0
1 202.043 6.20 646.0 109.0 1751.7 1.0(+2) 1528.6 6.6(+1)

Fe xiii 203.821K 3p2 3P2–3p 3d 3D0
2 6.20 611.8 646.3

Fe xiii 203.826N 3p2 3P2–3p 3d 3D0
3 6.20 1875.8 1997.5

- SUM - 203.824 1060.0 158.0 2487.6 8.2(+1) 2643.8 1.0(+2)

Fe xiii 204.263K 3p2 3P1–3p 3d 1D0
2 204.251 6.20 141.0 41.0 270.4 1.0(+1) 287.9 1.3(+1)

Fe xiii 204.942K 3p2 3P2–3p 3d 3D0
1 204.952 6.20 348.0 93.0 168.0 3.8 170.0 3.7

Fe xiii 209.617K 3p2 3P1–3p 3d 3P0
2 209.615 6.20 93.7 51.0 329.9 2.1(+1) 350.4 2.5(+1)

Fe xiii 213.770K 3p2 3P2–3p 3d 3P0
2 213.774 6.20 58.3 28.0 325.3 9.1(+1) 345.5 1.0(+2)

Fe xiii 221.822K 3p2 1D2–3p 3d 1D0
2 221.830 6.20 152.0 47.0 490.2 5.2(+1) 522.1 6.2(+1)

Fe xiii 240.713K 3s2 3p2 3P0–3s 3p3 3S0
1 240.723 6.20 148.0 61.0 200.5 7.4(−1) 200.5 7.4(−1)

Fe xiii 246.208K 3s2 3p2 3P1–3s 3p3 3S0
1 246.195 6.20 160.0 48.0 488.6 4.7(+1) 488.7 4.7(+1)

Fe xiii 251.953K 3s2 3p2 3P2–3s 3p3 3S0
1 251.943 6.20 364.0 55.0 916.9 1.0(+2) 917.3 1.0(+2)

Fe xiii 256.42K 3s2 3p2 1D2–3s 3p3 1P0
1 256.430 6.20 133.0 51.0 181.4 9.0(−1) 198.4 1.6

Fe xiii 303.320J 3s2 3p2 3P0–3s 3p3 3P0
1 6.20 93.5 88.6

Fe xiii 311.552O 3s2 3p2 3P1–3s 3p3 3P0
2 311.555 6.20 40.8 10.9 35.6 2.3(−1) 37.6 8.6(−2)

Fe xiii 312.095J 3s2 3p2 3P1–3s 3p3 3P0
1 312.174 6.20 85.9 12.3 135.3 1.6(+1) 128.1 1.2(+1)

Fe xiii 312.880J 3s2 3p2 3P2–3s 3p3 3P0
2 312.868a 6.20 50.4 16.5 72.5 1.8 74.3 2.1

Fe xiii 318.21K 3s2 3p2 1D2–3s 3p3 1D0
2 318.120 6.20 96.0 13.9 60.1 6.7 74.2 2.5

Fe xiii 320.800O 3s2 3p2 3P2–3s 3p3 3P0
2 320.800 6.20 172.0 22.0 257.0 1.5(+1) 272.0 2.1(+1)

Fe xiii 321.455N 3s2 3p2 3P2–3s 3p3 3P0
1 321.463 6.20 32.9 7.4 68.0 2.3(+1) 64.4 1.8(+1)

Fe xiii 348.183N 3s2 3p2 3P0–3s 3p3 3D0
1 348.182 6.20 128.0 15.3 201.3 2.3(+1) 177.0 1.0(+1)

Fe xiii 359.638N 3s2 3p2 3P1–3s 3p3 3D0
2 359.644 6.20 147.0 16.9 189.1 6.2 193.6 7.6

Fe xiii 359.838N 3s2 3p2 3P1–3s 3p3 3D0
1 359.830 6.20 22.4 4.4 53.1 4.9(+1) 46.7 3.0(+1)

Fe xiii 368.122N 3s2 3p2 3P2–3s 3p3 3D0
3 368.163 6.20 128.0 24.0 185.4 5.7 198.0 8.5

Fe xiii 412.981N 3s2 3p2 1D2–3s 3p3 3D0
3 412.997 6.20 6.9 1.8 10.8 4.7 11.6 6.8

b: Blended.
a New identification by Brickhouse et al. (1995).
B Wavelength from Behring et al. (1976).
J Wavelength from Jupén et al. (1993).
K Wavelength from Kelly (1987).
N Wavelength from NIST standard reference database.
O Wavelength from ORNL (1995).

intensities are higher than observed at that density. The
ratio itself is sensitive to the model assumed in computing
the G-functions.

Young et al. (1998) suggested that Fe xiii (204.942 Å)
could be blended with a first order line around 409.90 Å.

They also found a discrepancy in the 311.552/320.800Å
ratio due probably to a blend with Cr XII affecting
Fe xiii (311.552 Å). Examining the 3s2 3p2 3P–3s 3p3 3S
triplet we note that Fe xiii (240.713 Å) is reproduced
within the error bars and that Fe xiii (246.208 Å) and
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Fe xiii (251.953 Å) are a factor 3 and 2.5 higher than
observed, respectively. The 240.713/251.953Å branch-
ing ratio was found inconsistent with observations by
Malinovsky & Heroux (1973) and Flower & Nussbaumer
(1974), and the discrepancy is evident in the SERTS-89
spectrum as noted by Young et al. (1998). The agree-
ment of Fe xiii (240.713 Å), therefore, is to be considered
fortuitous.

The observed 412.981/368.122Å value reproduces its
branching ratio within the observational uncertainties,
but we find the theoretical intensities of both lines
around 50% higher than observed. From the differ-
ence in the QFR we infer that there is a blend af-
fecting Fe xiii (368.122 Å) and providing around 12%
of the observed intensity. Similarly, from the QFR of
Fe xiii (359.638 Å) and Fe xii (318.21 Å), which have the
same upper level, we infer that Fe xiii (318.21 Å) is
blended with a line contributing approximately 66% of
the intensity.

Fe xiii (201.121 Å) is blended with Fe xii (201.121 Å),
but the theoretical intensity of the Fe xiii alone is 45%
higher than the total observed blend intensity. Therefore,
it is not possible to quantify the relative contributions to
the blend. However, the results indicate that the Fe xii

contribution must be very weak.

Summing up, Fe xiii lines show systematic discrepan-
cies that are likely to be due to lack of accuracy in the
atomic modelling. Comparing with other ions, this ionisa-
tion stage looks overestimated by the Arnaud & Raymond
(1992) data or by the density scaling procedure applied.
Further work is required to solve this issue.

4.5.6. Fe XIV

A striking behaviour of Fe xiv lines in the SERTS-89
range is that 3s2 3p 2P–3s2 3d 2D and 3s2 3p 2P–3s 3p2 2P
transitions (except Fe xiv (257.394 Å)) are 30–40% higher
than observed, while the others are 50–60% lower than ob-
served, with a trend to lower QFR at the long end of the
wavelength bandpass due to the calibration problems out-
lined by Young et al. (1998). This situation is likely to be
due to inaccuracies in the collision strengths for this ion.
The A value of Fe xiv (257.394 Å) is also likely to be in
error, since the theoretical intensity stands out at almost
a factor 3 greater than observed.

Collision strengths being unreliable, it is not possible
to check whether the ionisation/recombination data give
a satisfactory comparison with observations.

By looking at line ratios, Young et al. (1998) came
to the equivalent conclusion that a distinction exists be-
tween those lines found above 274 Å and those found
below 274 Å. They also found a discrepancy in the
257.394/270.521Å ratio, which was, however, interpreted
as a blend affecting Fe xiv (270.521 Å), while the esti-
mate of the absolute intensity allows us to realise that
the problem is with Fe xiv (257.394 Å) instead. We agree

with Young et al. (1998) that any Fe xiv contribution to
the feature observed at 429.540 Å must be negligible.

4.5.7. Fe XV

Unlike Fe xiii, Fe xv lines are systematically underes-
timated, the QFR ranging from 0.1 to 0.85. The line
closest to its observed value is Fe xv (284.147 Å), with
QFR = 0.85 and χi = 1.8, and the highest discrep-
ancies are seen for Fe xv (372.790 Å), Fe xv (304.894 Å),
which is known to be significantly affected by blends, and
Fe xv (417.258 Å), whose ratio to Fe xv (284.147 Å) has
long been acknowledged as discrepant with theory (see
Young et al. 1998 and references therein).

Fe xv (243.783 Å) was identified as blend with Ar xiv

by Dere (1978), but Thomas & Neupert (1994) found that
the wavelength and intensity match better with Fe xv

alone. In the present analysis Fe xv (243.783 Å) is pre-
dicted to have an intensity approximately 70% of that ob-
served. This suggests, in comparison with the other Fe xv

lines, that the Ar xiv contribution must be less than 10%
of the observed intensity.

Fe xv (292.36 Å) was identified by Thomas & Neupert
(1994) as Si x, but subsequently attributed to Fe xv by
Young et al. (1998). We find such an identification to be
compatible with the other Fe xv lines, although the pre-
dicted intensity is 40% of that observed.

Fe xv (304.894 Å) is blended with Fe xvii and Mn xiv,
and Fe xv (312.55 Å) with Co xvii (see Young et al. 1998).

Fe xv (321.78 Å) is not reported as blended, but we find
its theoretical intensity only 0.3 of that observed, which
suggests that blends may affect this line as well.

The feature at 393.969 Å was reported as unidentified
by Thomas & Neupert (1994) and subsequently identi-
fied as due to the Fe xv 3s2 1S0–3s 3p 3P2 transition by
Brickhouse et al. (1995). We find such an identification
to be compatible with the other Fe xv lines, although the
predicted intensity is 50% of that observed.

Therefore, the only Fe xv lines for which we may rea-
sonably exclude the presence of blends (apart from the
line at 417.258 Å which may be affected by errors in the
atomic data) are those at 284.147 and 327.04 Å. However,
the comparison of such lines with observations suggests
that the Fe xv ion abundance may be underestimated by
15–25%.

4.5.8. Fe XVI

All Fe xvi lines are a factor 3.5 lower in intensity than ob-
served. Multiplying all intensities by this factor, we obtain
excellent agreement with observations. Note that we have
adopted the new fit reported by Young et al. (1998) for
Fe xvi (265.014 Å).

Around the temperature of formation of Fe XVI,
the DEM is determined mainly by S xii and S xiv. At
higher temperatures, the DEM is constrained by Ar xvi

and Ca xviii (see also Sect. 4.5.9). We have therefore
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Table 12. Comparison of the observed intensities with those derived from the DEM for the Fe xiv–xv ions. Wavelengths are
in Å. Intensities in erg cm−2 s−1 sr−1. See text and Table 3 for description.

Ion λad. Transition λobs. log(Tp) Iobs eobs Ith (σ0χi)
2 Ith (σ0χi)

2

log(Ne) = 9.5 log(Pe) = 15.8

Fe xiv 211.315N 3s2 3p 2P0
1/2–3s2 3d 2D3/2 211.315 6.25 1020.0 136.0 1625.3 2.0(+1) 1587.9 1.7(+1)

Fe xiv 219.123N 3s2 3p 2P0
3/2–3s2 3d 2D5/2 219.117 6.25 412.0 63.0 585.9 7.6 673.4 1.7(+1)

Fe xiv 220.083N 3s2 3p 2P0
3/2–3s2 3d 2D3/2 220.072 6.25 253.0 49.0 342.9 3.4 335.0 2.8

Fe xiv 252.197N 3s2 3p 2P0
1/2–3s 3p2 2P3/2 252.201 6.25 190.0 59.0 236.8 6.3(−1) 250.0 1.0

Fe xiv 257.394N 3s2 3p 2P0
1/2–3s 3p2 2P1/2 257.395 6.25 187.0 36.0 511.5 8.1(+1) 507.2 7.9(+1)

Fe xiv 264.787N 3s2 3p 2P0
3/2–3s 3p2 2P3/2 264.783 6.25 1040.0 124.0 979.1 2.4(−1) 1033.5 2.7(−3)

Fe xiv 270.521N 3s2 3p 2P0
3/2–3s 3p2 2P1/2 270.522 6.25 489.0 64.0 683.3 9.2 677.6 8.7

Fe xiv 274.203O 3s2 3p 2P0
1/2–3s 3p2 2S1/2 274.209 6.25 1030.0 120.0 552.7 1.6(+1) 546.1 1.6(+1)

Fe xiv 289.160O 3s2 3p 2P0
3/2–3s 3p2 2S1/2 289.171 6.25 74.3 23.0 49.0 1.2 48.5 1.3

Fe xiv 334.178O 3s2 3p 2P0
1/2–3s 3p2 2D3/2 334.171 6.25 642.0 73.0 392.7 1.2 382.4 1.3

Fe xiv 353.838O 3s2 3p 2P0
3/2–3s 3p2 2D5/2 353.833 6.25 291.0 33.0 119.8 2.7(+1) 135.6 2.2(+1)

Fe xiv 356.59O 3s2 3p 2P0
3/2–3s 3p2 2D3/2 356.649 6.25 18.0 5.8 14.0 4.8(−1) 13.6 5.7(−1)

Fe xiv 429.540T 3s2 3p 2P0
1/2–3s 3p2 4P3/2 429.540 6.25 3.1 1.0 0.0 9.6 0.0 9.6

Fe xiv 444.25D 3s2 3p 2P0
1/2–3s 3p2 4P1/2 444.241 6.25 11.9 11.9 5.2 6.2 5.1 6.4

Fe xiv 447.36D 3s2 3p 2P0
3/2–3s 3p2 4P5/2 447.343 6.25 34.3 4.2 8.5 3.8(+1) 9.0 3.6(+1)

Fe xv 243.783O 2p6 3s 3p 1P0
1–2p6 3s 3d 1D2 243.780 6.30 545.0 92.0 363.2 3.9 367.8 3.7

Fe xv 284.147O 2p6 3s2 1S0–2p6 3s 3p 1P0
1 284.158 6.30 7560.0 850.0 6428.7 1.8 6513.0 1.5

Fe xv 292.36O 2p6 3s 3p 3P0
1–2p6 3p2 3P2 292.251Y 6.30 43.7 13.0 18.4 3.8 19.6 3.4

Fe xv 302.45O 2p6 3s 3p 3P0
0–2p6 3p2 3P1 6.30 12.1 13.1

Fe xv 304.894S 2p6 3s 3p 3P0
2–2p6 3p2 3P2 304.874 6.30 206.0 29.0 50.0 b 53.4 b

Fe xv 307.78O 2p6 3s 3p 3P0
1–2p6 3p2 3P1 6.30 8.4 9.1

Fe xv 317.61O 2p6 3s 3p 3P0
1–2p6 3p2 3P0 6.30 0.1 0.1

Fe xv 321.78O 2p6 3s 3p 3P0
2–2p6 3p2 3P1 321.782 6.30 35.4 7.9 11.8 8.9 12.7 8.3

Fe xv 312.57N 2p6 3s 3p 3P0
1–2p6 3p2 1D2 312.554 6.30 66.2 14.1 38.6 3.8 39.2 3.7

Fe xv 327.04N 2p6 3s 3p 3P0
2–2p6 3p2 1D2 327.030 6.30 87.5 12.5 65.3 3.1 66.4 2.8

Fe xv 372.79N 2p6 3s 3d 3D3–2p6 3p 3d 3F0
4 372.758 6.30 16.2 4.2 2.1 1.1(+1) 2.3 1.1(+1)

Fe xv 393.98N 2p6 3s2 1S0–2p6 3s 3p 3P0
2 393.969B 6.30 16.1 2.8 7.9 8.6 7.8 8.7

Fe xv 417.258N 2p6 3s2 1S0–2p6 3s 3p 3P0
1 417.245 6.30 339.0 38.0 197.2 1.4(+1) 199.7 1.3(+1)

b: Blended.
B New identification by Brickhouse et al. (1995).
D Wavelength from Dere (1978).
N Wavelength from NIST standard reference database.
O Wavelength from ORNL (1995).
S Wavelength from Shirai et al. (1990).
T Theoretical wavelength.
Y New fit by Young et al. (1998).
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Table 13. Comparison of the observed intensities with those derived from the DEM for the Fe xvi–xvii ions. Wavelengths are
in Å. Intensities in erg cm−2 s−1 sr−1. See text and Table 3 for description.

Ion λad. Transition λobs. log(Tp) Iobs eobs Ith (σ0χi)
2 Ith (σ0χi)

2

log(Ne) = 9.5 log(Pe) = 15.8

Fe xvi 251.069E 3p 2P0
1/2–3d 2D3/2 251.067 6.40 445.0 77.0 117.3 1.8(+1) 117.2 1.8(+1)

Fe xvi 262.980E 3p 2P0
3/2–3d 2D5/2 262.978 6.40 654.0 81.0 196.5 3.2(+1) 196.3 3.2(+1)

Fe xvi 265.014E 3p 2P0
3/2–3d 2D3/2 265.003Y 6.40 84.0 25.0 18.9 6.8 18.9 6.8

Fe xvi 335.396E 3s 2S1/2–3p 2P0
3/2 335.401 6.40 10400.0 5000.0 2707.0 2.4 2708.5 2.4

Fe xvi 360.743E 3s 2S1/2–3p 2P0
1/2 360.754 6.40 4320.0 690.0 1303.4 1.9(+1) 1304.3 1.9(+1)

Fe xvii 254.87D 2p5 3s 3P0
1–2p5 3p 1S0 254.892 6.75 53.7 26.0 5.1 3.5 5.1 3.5

Fe xvii 347.85D 2p5 3s 3P0
1–2p5 3p 1D2 347.814 6.75 14.4 3.8 1.4 1.2(+1) 1.4 1.2(+1)

Fe xvii 350.50D 2p5 3s 3P0
2–2p5 3p 3D3 350.477 6.70 21.1 4.9 2.1 1.5(+1) 2.0 1.5(+1)

Fe xvii 358.24D 2p5 3s 1P0
1–2p5 3p 3P1 358.247 6.70 7.0 3.1 0.6 4.3 0.6 4.3

Fe xvii 367.287T 2p5 3s 3P0
2–2p5 3p 3D2 367.287B 6.70 7.6 4.4 0.8 2.4 0.8 2.4

Fe xvii 389.08D 2p5 3s 1P0
1–2p5 3p 3D2 389.075 6.70 12.8 2.2 0.7 3.0(+1) 0.7 3.0(+1)

Fe xvii 409.69D 2p5 3s 3P0
2–2p5 3p 3S1 409.705 6.70 6.7 2.0 1.2 7.6 1.2 7.6

B New identification by Brickhouse et al. (1995).
D Wavelength from Dere (1978).
E Wavelength from Edlén (1985b).
T Wavelength from Thomas & Neupert (1994).
Y New fit by Young et al. (1998).

attempted further to adjust the abundance of such ele-
ments to obtain a better agreement for all ions forming
between log(Te) = 6.4 and 6.8, but this was not possible
for any of the current estimates of the S/Ne, Ar/Ne and
Ca/Ne abundance ratios.

This situation leads to the conclusion that the Fe xvi

ion abundance is underestimated by a factor 3.5. Such
a discrepancy may derive either from inaccuracy in the
Arnaud & Raymond (1992) ionisation/recombination data
for the low density limit, or by the density scaling ap-
plied following Summers (1974). Further work is required
to solve this issue.

4.5.9. Fe XVII

Fe xvii lines are predicted to be a factor 10 lower
than observed. Applying such a correction, most likely
due to inaccuracies in the ionisation/recombination
rates, only Fe xvii (389.08 Å) and Fe xvii (409.69 Å) are
not reproduced within the observational uncertainties.
Fe xvii (389.08 Å) is reported as blended with Ar xvi

which should contribute 5 erg cm−2 s−1 sr−1. Note that
in this case the agreement with Young et al. (1998) is

extremely close. The Fe xvii (409.69 Å) theoretical inten-
sity, on the other hand, is twice that observed, so that
blending cannot be the cause of the discrepancy.

4.6. Test for ionisation equilibrium

A lack of ionisation equilibrium is expected to a greater
or lesser degree in the manifestly dynamic and in-
homogeneous solar upper atmosphere and its presence
gives an error in DEM analysis. The issue for the present
paper is whether non-equilibrium can be shown to be un-
ambiguously present as revealed by significant systematic
discrepancies in the emission measure analysis. From a
theoretical point of view, non-equilibrium occurs when ei-
ther the plasma electron temperature or density changes
on a time scale, τp, shorter than the atomic ionisation
stage fractional abundance relaxation, τ (z,elem)

a , or if the
time for plasma transport across a temperature or den-
sity scale length, LTe,Ne/ν, is shorter than this value.
ν is the convective or diffusive speed. As well as the nor-
mal τ (z,elem)

a variation iso-nuclearly due to the z-scaling
of the recombination and ionisation coefficients, τ (z,elem)

a
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Fig. 4. Relaxation time-scales for the ground states of Ne, Mg,
Si, S, and Fe as a function of temperature in the uniform elec-
tron density approximation (log(Ne) = 9.5 cm−3).

curves as a function of z show characteristic jumps be-
tween iso-electronic sequences. As already pointed out by
Judge et al. (1995), this is particularly the case for the
Li-like sequence in recombination (low τ

(z,elem)
a ) and the

He-like sequence in ionisation and arises from the larger
than average temperature increase required to excite from
the n = 1 shell of atoms. The effect is also present, but
to a lesser degree in the Na-like sequence. So spectrum
lines of the Li-like and Na-like sequences are the appro-
priate targets for the detection of a systematic discrepancy
which would be most clearly revealed if the DEM could
be derived separately from each iso-electronic sequence.

The data set available to us here is insufficiently com-
plete to sustain such an analysis. In particular, we are
obliged to include Li-like lines (which are also of high
spectroscopic accuracy) in the main analysis to reach suf-
ficient temperature coverage. We note that in the SERTS-
89 spectrum, there is no possibility of comparing Li-like
ions with other iso-electronic sequences, thereby avoiding
ambiguities in the elemental abundance. Only sulphur is
observed in both its Li-like transitions and in a sufficient
number of other ions to make an abundance independent
comparison. In fact, we do observe a discrepancy in the Be-
like sulphur line S xiii (256.685 Å) and a satisfactory agree-
ment in the Li-like sulphur lines, but we cannot exclude
the possibility that other factors affect S xiii (256.685 Å)
(see Sect. 4.4.2). A simpler procedure is merely to seek
discrepancies between ions with markedly different atomic
relaxation times. For an atom close to ionisation balance,
we summarise the individual ion ground state relaxation
times in the single function

τelem
a (Te, Ne) =

1
Ne

∑
z

1
S(z→z+1) + α(z+1→z) (30)

for the element (see Brooks 1997). S(z→z+1) denotes the
effective ionisation coefficient and α(z+1→z) the effective
recombination coefficient. Figures 4 and 5 show τelem

a for

Fig. 5. Relaxation time-scales for the ground states of Ne, Mg,
Si, S, and Fe as a function of temperature in the uniform elec-
tron pressure approximation (log(Pe) = 15.8 K cm−3).

a selection of elements in the SERTS-89 spectrum in the
constant density (log(Ne) = 9.5 cm−3) and constant pres-
sure (log(Pe) = 15.8 cm−3 K) cases respectively. The
difference in the two cases derives principally from the
explicit dependence on the reciprocal of the electron den-
sity. Note the significantly lower values for iron with re-
spect to the other elements. The discrepancies observed
(see Tables 3–13) do not obviously mimic the variation
of τ (elem)

a . We conclude that our observational data do
not show a clear non-equilibrium based discrepancy and
in this respect they confirm and extend the findings of
Judge et al. (1995) in the corona.

It is possible from the above that phenomena in which
plasma transport across a scale height in less than ∼100 s
above log(Te) = 6 in the constant density model or in
less than ∼10 s below log(Te) = 6 in the constant pres-
sure model are infrequent and/or non-pervasive. However,
we are unable to state unambiguously from the observa-
tions that such non-equilibrium effects are absent. This is
because the regions of strong transport or transient be-
haviour in the solar atmosphere are probably localised in
temperature, for example in the transition zone, and so
the influence of the variation of τ (elem)

a may be masked.
Also the actual electron density distribution may be dif-
ferent from that in our two models. From a theoretical
point of view, for convective events, such as spicules, with
speeds ∼20 km s−1, the transit time across a temperature
scale length varies from ∼8 s at Te ∼ 3× 105 K through
30 s at Te ∼ 5 × 105 K to 100 s at Te ∼ 8 × 105 K.
Contrasting these plasma timescales with the atomic re-
laxation times in the constant pressure model suggests sig-
nificant non-equilibrium for iron and a close competition
for neon, magnesium, silicon and sulphur in the tempera-
ture range 3 × 105 K to 1 × 106 K. A similar conclusion
would be drawn for phenomena such as the brightenings
of duration ∼30 s which are observed from SOHO. The
radiation enhancement (or deficit) in a spectrum line over
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the equilibrium power in a defined transient event is calcu-
lable within ADAS in the same manner as the G kernels.
However quantitative estimation of the likely perturba-
tive effect on the observed spectral intensities requires a
detailed theoretical model for transient events, including
filling factors and duty cycles, beyond the scope of this
paper.

5. Conclusions

Using the data adaptive smoothing approach (Thompson
1990, 1991) together with collisional-radiative theory as
implemented in ADAS (McWhirter & Summers 1984;
Summers 1994; Summers 2001) we have investigated the
validity and limitations of the differential emission mea-
sure (DEM) approach for analysing coronal EUV lines.
To this purpose we have analysed the SERTS-89 rocket
spectrum of a solar active region between 170 and 450 Å
(Thomas & Neupert 1994) and performed consistency
checks between observations and the DEM reconstruction.
We were unable to detect large non-equilibrium conditions
in the inner coronal plasma that could invalidate the fun-
damental physical assumptions underlying the differential
emission measure method. We have outlined the impor-
tance of this type of analysis in line intensity prediction,
line identification, the study of blends, and validation of
atomic data.

Any spectral analysis based on the DEM requires cau-
tion in many aspects. Of fundamental importance is the
choice of lines used in the integral inversion. Although
these must obviously be reliable and free from blends,
and accurate atomic data must be available for them,
the temperature coverage must be chosen with care. Lines
formed close to the same temperatures must be avoided
in the integral inversion to prevent ill-conditioning the
problem. However, when such criteria are taken into ac-
count, an accurate spectral analysis becomes possible and
the fundamental advantages of absolute intensity in com-
parison with line-ratio analyses stand out. Inconsistencies
in the comparison with observations become more eas-
ily recognised and the identification of the sources of
discrepancies becomes easier. The criterion applied in
obtaining the DEM presented here was to avoid, in the
integral inversion, the use of more than one line within
∆ log(Tp) = 0.05, where Tp is the peak temperature of
line formation, the consequence of which is the selection
of one line per ion at most. In total, 17 lines were used to
sample the DEM between log(Te) = 5 and 6.8, although
the spacing below log(Te) = 5 and above log(Te) = 6.4 is
coarser than desirable because of the paucity of SERTS-89
lines in such temperature intervals.

Another advantage of the method is the possibility
of comparing the atomic modelling of different atomic
species. It allowed us, in the case of the SERTS-89 spec-
trum, a comparison of the atomic modelling of Fe ions with
the more reliable atomic modelling of less complex atomic
species. The discrepancies found for the most density sen-
sitive iron ions points out the need for an improvement to

the atomic modelling of this complex species. The strik-
ing behaviour of Fe xiv lines can be attributed to inaccu-
racy in the collision strengths, but our analysis also shows
that Fe ionisation/recombination cross sections suffer from
a lack of accuracy with respect to that of less complex
atomic species. Note, in fact, the systematic overestimate
of Fe xiii lines as opposed to the systematic underestimate
of Fe xiv lines. We feel that this behaviour is not caused
by inaccuracy of the DEM at such temperatures because
of the agreement found with other ions.

In order to investigate the consequences of assuming
a constant electron pressure or constant electron density,
we have used both approximations for the evaluation of
the kernels. We found that some density sensitive lines
are better reproduced in the former and others in the lat-
ter approximation, and therefore we are unable to indi-
cate whether the plasma is closer to having constant elec-
tron density or constant electron pressure. An indication
of the actual density and temperature distribution would
be given by the derivation of the bivariate DEM (differen-
tial in temperature and density). However, the weak de-
pendence of G on the electron density combined with the
current degree of uncertainties in the atomic modelling
prevent us from obtaining such a distribution (see Judge
et al. 1997).

We have also shown that, for the SERTS-89 spectrum,
analyses which indicate the existence of multiple peaks
in the DEM distribution above log(Te) ∼ 6 are doubtful
since they may arise variously from an inaccurate treat-
ment of population densities, density sensitivity of lines
used for the inversion, errors in the atomic data and obser-
vations, and integral inversion techniques with arbitrary
smoothing.

Elemental abundances (with respect to Ne) in the
SERTS-89 active region are found to be close to those
listed in Feldman et al. (1992), except for Si which we
find close to its photospheric value. The abundance anal-
ysis for Fe, based on Fe xi and Fe xii only, indicates that
Fe may have a photospheric abundance too, but this must
be confirmed when more accurate atomic data become
available.
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